A Robust Approach to Addressing Human Adversaries in
Security Games

James Pita and Richard John and Rajiv Maheswaran and Milind Tambe and Sarit Kraus* !

Abstract. Game-theoretic approaches have been proposed for ad-
dressing the complex problem of assigning limited security resources
to protect a critical set of targets. However, many of the standard
assumptions fail to address human adversaries who security forces
will likely face. To address this challenge, previous research has
attempted to integrate models of human decision-making into the
game-theoretic algorithms for security settings. The current leading
approach, based on experimental evaluation, is derived from a well-
founded solution concept known as quantal response and is known
as BRQR. One critical difficulty with opponent modeling in general
is that, in security domains, information about potential adversaries
is often sparse or noisy and furthermore, the games themselves are
highly complex and large in scale. Thus, we chose to examine a com-
pletely new approach to addressing human adversaries that avoids
the complex task of modeling human decision-making. We leverage
and modify robust optimization techniques to create a new type of
optimization where the defender’s loss for a potential deviation by
the attacker is bounded by the distance of that deviation from the
expected-value-maximizing strategy. To demonstrate the advantages
of our approach, we introduce a systematic way to generate meaning-
ful reward structures and compare our approach with BRQR in the
most comprehensive investigation to date involving 104 security set-
tings where previous work has tested only up to 10 security settings.
Our experimental analysis reveals our approach performing as well
as or outperforming BRQR in over 90% of the security settings tested
and we demonstrate significant runtime benefits. These results are in
favor of utilizing an approach based on robust optimization in these
complex domains to avoid the difficulties of opponent modeling.

1 Introduction

Game theory has gained attention in security resource allocation de-
cisions in important settings [2, 6]. Traditionally, Stackelberg games
have been used to model these problems because they encapsulate the
commitment a defender must make in allocating her resources before
an attacker surveys their defensive strategy and chooses an attack
method. In fact, algorithms utilizing a Stackelberg framework have
been featured in real-world resource allocation decision aids [6].
However, a key assumption underlying the technique in these sys-
tems is that the attacker is a perfectly-rational player. Thus, these sys-
tems optimize their strategy against an expected-value-maximizing
opponent and are not robust to deviations from this strategy.

It is well known that standard game-theoretic assumptions of
expected-value-maximizing rationality are not ideal for addressing
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human behavior in game-theoretic settings [3]. In addressing this
bounded rationality of human adversaries, different models have
been proposed [11, 13]; however, within the security game setting,
BRQR [13], has emerged as the leading approach. BRQR is based
on the quantal response (QR) model [9] of human decision-making.
This QR model is a well-founded solution concept in game theory de-
rived from Nobel-prize-winning work in choice modeling theory [8],
and there has been significant support for this QR model elsewhere
in the literature [12]. A major difficulty of this modeling approach
however is that it requires the estimation of a parameter that deter-
mines the level of noise in the human adversary’s response function.
In real-world scenarios that are often complex and large in scope,
creating an accurate model of human-decision making can be a dif-
ficult task. This difficulty is exacerbated in security settings where
information about potential adversaries is often sparse and noisy.

We take an alternative approach that has not been explored before
based on robust optimization [1] where the defender strategy is ro-
bust to certain worst-case deviations from the attacker. However, we
significantly modify the standard worst-case assumption of robust
optimization and, instead, bound the defender’s loss for a potential
deviation by the human attacker based on the degree of the deviation
from the expected-value-maximizing strategy. Our new algorithm,
MATCH, provides three key benefits: (i) it provides significant run-
time benefits over BRQR; (ii) it strongly couples the attacker’s and
defender’s performance, robustly guarding against potential devia-
tions by human adversaries and avoiding situations where minor de-
viations (i.e., deviations that result in minor losses in expected value)
by the attacker may result in large losses for the defender; (iii) it
avoids the dilemma of creating an accurate opponent model. We will
refer to this new type of optimization as graduated optimization and
show in Section 3 that it lies within a space between MAXIMIN and
the standard game-theoretic optimal solution.

To evaluate the advantages of our new approach, we make the most
comprehensive investigation to date. Whereas previous work has ex-
amined few security settings (< 10 settings) [11, 13], we examine
104 security settings. We examine the four recommended security
settings from Yang et al. [13] and we also intelligently select 100
additional payoff structures, which we will describe in detail in Sec-
tion 4. Furthermore, in Section 4 we defend why we believe this
experimental setup is superior to previous setups [11, 13]. We test
our 104 security game settings against 363 human subjects playing
8823 games in total to compare the performance of MATCH against
BRQR. Our results reveal that MATCH performs as well as or better
than BRQR against human adversaries in over 90% of the settings
tested and in Section 5 we give an analysis of these results.



2 Background and Related Work

Security games refer to a special class of Stackelberg games where
there are two agents — the defender and an attacker — who act as the
leader and the follower respectively [14]. There exists a number of
game-theoretic optimal solvers for security games [4, 6]. These algo-
rithms compute a strong Stackelberg equilibrium (SSE) [4]. A SSE
assumes an attacker will both choose a strategy that maximizes his
expected value and (with a technical justification [6]) break ties in the
defender’s favor. However, in real-world settings, security forces of-
ten face human adversaries who may not perceive minor differences
in expected value and may not break ties in the defender’s favor.

To that end, COBRA was introduced [11], which assumes the op-
ponent plays an e-optimal response strategy. That is, COBRA as-
sumes the attacker is willing to choose any strategy with an expected
value within € of the maximum expected value strategy. COBRA
then attempts to maximize the defender’s utility for the worst-case
outcome of any e-optimal response strategy, avoiding the issue of tie
breaking by the attacker.

One critical issue with COBRA is that it has a hard cutoff point
(i.e., €) and if the attacker deviates to any strategy beyond an e-
optimal response the result can once again be arbitrarily bad for the
defender. To address this dilemma, Yang et al. [13] introduced Best
Response to Quantal Response (BRQR) as an efficient model for
computing a resource allocation strategy based on quantal response
equilibrium (QRE) [9], a well-founded solution concept within game
theory based on Nobel prize winning work in Choice Modeling the-
ory [8]. QRE suggests that instead of strictly maximizing expected
value, individuals respond stochastically in games: the chance of se-
lecting non-optimal strategies increases as the cost of such an error
decreases. In BRQR, noise is only added to the response function
for the adversary, so the defender computes an optimal strategy as-
suming the attacker responds with a noisy best-response. BRQR thus
allows for a more gradual approach to defending against deviations
as opposed to a hard-cutoff point and has been experimentally shown
to be the current leading approach for addressing human adversaries.

Two issues with BRQR are that it critically depends on the appro-
priate estimation of A\, which represents the amount of error or noise
in the attacker’s response function, and that its runtime is slow. In
security domains where data can be sparse, noisy, and the games are
highly complex; determining an appropriate setting for A can be dif-
ficult. Furthermore, if human adversaries deviate from the predicted
response distribution (opponent model), the result can once again
be grossly negative for the defender. We will present an algorithm,
MATCH, that addresses the issues in both COBRA and BRQR.

3 MATCH Algorithm

The key concept behind the MATCH algorithm is the new idea of
graduated robust optimization. Whereas standard robust optimiza-
tion robustly guards against a worst-case outcome within some er-
ror bound, MATCH assumes a utility maximizing outcome on behalf
of the attacker, but constrains the impact of deviations depending on
the magnitude of the deviation. Specifically, the defender’s loss for a
potential deviation by the attacker is bounded based on the distance
of that deviation from the expected-value-maximizing strategy. We
present the Mixed Integer Linear Program (MILP) for MATCH in
Equation 1, however, we first formally define our problem space.

In a security game [14], the defender has K € N resources to
protect a set of targets T = {¢1,...,tn} from the attacker. Each
player has a set of pure strategies: the defender can cover a set of

K targets, and the attacker can atfack one target. The payoffs for
each player depend on the target attacked, and whether or not that
target was covered. If a target t; € T is covered the defender will
receive R € (0, 00) and the attacker will receive P € (—o0,0)
otherwise the defender will receive P € (—o0,0) and the attacker
will receive R € (0, 00). The defender’s strategy is denoted by x
where x; € [0, 1] represents the probability with which the defender
covers target t; € T'. This coverage vector is equivalent to obtaining
a probability distribution over pure strategies of selecting K targets
(i.e., a mixed strategy) [7]. The attacker’s strategy is denoted by ¢ €
{1,...,n} and represents the target the attacker chooses to attack.
LetU%(q,2) = 2q- Pd+(1—24) RS and U%(q, z) = z4- RE+(1—
x4)- Pl We define 8 € [0, o). In the following MILP the defender’s
goal is to maximize her expected utility which we represent as ~:
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Constraints (1) and (2) ensure that the defender utilizes all her re-
sources and that no target has more than 1 resource assigned to it.
Constraint (3) ensures that the attacker chooses the target that max-
imizes his expected value. Constraint (4) ensures that the defender
obtains the corresponding expected value () to the attacker’s opti-
mal strategy. Constraint (5) is the most crucial portion of the formula-
tion. The left portion calculates the attacker loss in expected value for
a deviation from the optimal strategy. The right hand side constrains
the defender loss in expected value for this deviation by the attacker
to be no more than a factor of 3 times the loss the attacker receives.
For example, if the defender does not want to lose any more than
twice what the attacker loses for a potential deviation, then we can
set § = 2. If the defender does not want to lose any more than half
what the attacker loses, then we can set 5 = .5. This provides a direct
trade-off between the defender’s maximum utility for the attacker’s
optimal strategy and additional protection on potential weaknesses.
MATCH addresses the issues in both COBRA and BRQR. A fun-
damental property of MATCH is that it does not rely on some com-
plex non-linear non-convex optimization problem (e.g., as in BROR
or other approaches such as RPT [13]). Indeed, its power is in its
perceived simplicity, which not only means its simple to implement,
but its orders of magnitude faster than its competitors. In addition,
similar to BRQR, it allows for a more gradual defense against devia-
tions as opposed to a hard cutoff point. However, MATCH avoids
the challenge of creating an accurate opponent model of human
decision-making by relying instead on a form of robust optimization.
Nonetheless, MATCH still faces one crucial consideration, which is a
trade-off between robustness and defender utility. The key difference
between MATCH and BRQR is that BRQR attempts to model hu-
man decision-making; but if this model is inaccurate, the defender’s
performance suffers. MATCH in contrast bypasses modeling of the
human decision-making process; it instead directly focuses on how
much maximum utility a defender is willing to trade off to protect
against the human attacker’s potential deviations from the rational



strategy. While the S-parameter can be adjusted, in our experimen-
tal sections we will consistently keep 5 = 1 and show that even with
this flat setting without any tuning, MATCH outperforms BRQR with
careful tuning of A. The performance of MATCH might be enhanced
with alternative [S-settings, however, finding an appropriate proce-
dure for estimating the S-parameter is left for future work.

Proposition 1 If 3 is sufficiently large, then MATCH solves for a
strong Stackelberg equilibrium (SSE).

Intuitive Justification: If 3 is sufficiently large then Constraint
(5) is trivially satisfied when U%(q, z) > U®(§, x), effectively re-
moving it. In order for x, g and ~y to be a SSE they must meet three
defined criteria [7]: (i) the leader plays a best response, (ii) the fol-
lower plays a best response, (iii) the follower breaks ties optimally
for the leader. Constraint (3) ensures the follower plays a best re-
sponse to the leader strategy . The objective, v, and Constraint (4)
ensure the leader plays a best response. If there were an alterna-
tive = such that v could be increased it would be selected. Finally,
Constraint (5) actually enforces tie breaking in favor of the leader.
If U%(q,z) = U%(g,x) for any § # q then Constraint (5) be-
comes 0 > v — U%(g,z). There are three possible outcomes. First,
v = U%(§, z), which means that either choice is favorable for the
leader. Second, v > U%(§, ), which means that Constraint (5) is
no longer satisfied and the attacker has an alternative optimal strat-
egy that is not in favor of the leader. Here, in order to induce the
favorable outcome, the MILP will enforce U%(q, z) > U®(q, ) +e,
where € will be the smallest possible increment given that 3 is suf-
ficiently large. By definition of a security game, this can be done by
removing the smallest increment of probability from z, and placing
it on x4 to enforce the favorable outcome (breaking the tie in favor of
the leader). Finally, v < U%(g, z), making this deviation favorable
for the leader, and by the same logic can be induced?.

Proposition 2 [f 8 = 0, then MATCH provides an equivalent worst-
case bound to MAXIMIN.

Intuitive Justification: If 5 = 0 it follows that Constraint (5) be-
comes v < U%g,x) Va5 < 1. Assuming that z; < 1 Vi €
{1,...,n}, by definition Constraints (4) and (5) maximize the
leader’s minimum utility since v < U%(i,z) Vi € {1,...,n}. If
Jz; = 1 then we will show that U%(j, z) < U%(3,z) Va; < 1,i €
{1,...,n}, guaranteeing that U%(j, z) is the best worst-case bound
by definition of a security game since z; cannot be increased further.
Consider (z, g) an optimal solution for MATCH with = 0. Let
z; = land assume 3¢ € {1,...,n} : U4, z) < U3, z),z: <
1. It follows from Constraint (5) that ¥ < U%(4, x). By definition of a
security game, the defender’s expected utility could be improved by
increasing the value of x; and this could be accomplished by directly
trading probability from z; to x; at least until U (5, z) = U%(4, x),
a contradiction since (z, q) is an optimal solution.

4 Experiments

The bulk of this paper is now devoted to carefully constructed exten-
sive experiments comparing MATCH with BRQR. Our experimental
methodology and the scope of the experiments is a key contribution.
In these experiments, we utilize the same eight-target scenario used
by Yang et al. [13] where three guards — jointly acting as the de-
fender — guard eight gates, and each human subject acts as a single

2 For proofs of both propositions visit http://matchproof.webs.com.

attacker who will choose one of the eight possible gates. Before be-
ginning the game, subjects were given a brief tutorial about how to
play and a short test to ensure that they understood the general game
play. In order to simulate the Stackelberg setting, we presented sub-
jects with the following information before they chose a gate: (i) the
subject’s reward and penalty for each gate; (ii) the defender strategy
(i.e., the probability distribution of the guards over the 8 gates); (iii)
the guard’s reward and penalty for each gate. We use this Stackel-
berg framework because in real-world scenarios an attacker can con-
duct extensive surveillance of his potential target and the correspond-
ing defensive strategy before choosing to attack, which would allow
them to learn this information. In each game instance, the guards
would choose 3 gates based on their strategy and the subject’s goal
was to choose the gate that would maximize expected value given the
defender’s strategy. However, in a particular game instance the sub-
ject would fail or succeed based on where the guards were actually
stationed. Subjects were given unlimited time to make a decision.

Our experiments were run in Amazon Mechanical Turk and partic-
ipants were paid a base amount of US $1.50 for participating. To en-
sure that subjects were not choosing gates arbitrarily we introduced
two obvious games where a gate with the highest reward and lowest
penalty possible had the lowest probability (5%) of being covered.
If subjects did not choose this gate in these two games their results
were removed. To further motivate the subjects, we allowed them to
earn additional money based on their performance in the game. For
each reward point earned or lost, a subject would receive or lose an
additional US $0.15 from their net money. Before playing, subjects
were informed that only a small sample of their games would be se-
lected from all games played to determine the actual bonus payment.
Since subjects were not aware which games would be chosen, they
would have incentive to perform the best they could in each game
and they were given immediate feedback at the end of each game.
Subjects were paid their final earnings, but were not required to pay
money back if their net money earned was less than zero.

Given this experimental setup, we ran experiments in two sets of
reward structures. We first explored the four reward structures pro-
posed by Yang et al. [13], which were chosen to be the most repre-
sentative of the entire payoff structure space for security games based
on metrics proposed by Yang et al. [13]. However, in these particu-
lar reward structures the strategies produced by BRQR and MATCH
were highly similar. Thus, to more fully compare the performance of
BRQR and MATCH, for the second set of experiments we systemat-
ically chose 100 new reward structures based on covariant games in
GAMUT [10]. We chose covariant games because they are naturally
able to capture the adversarial nature of security games. In covari-
ant games, we can adjust a parameter r € [—1, 1], which determines
a correlation between player rewards. Specifically, when r = —1
the game is zero-sum between players and when » = 1 the game is
perfectly cooperative. We slightly modified the code in GAMUT to
restrict the resulting payoffs to meet the criteria of a security game.

To select the 100 new reward structures we first generated 1000
reward structures with r ranging from -.9 to 0 by .1 increments
(i.e., 100 games for each setting of r). We chose O as the bound-
ary because, in an adversarial setting, it does not make sense that
the payoffs would be positively correlated. To examine how different
MATCH and BRQR are overall, for each structure we computed the
1-norm distance between MATCH and BRQR where we set A = .75
and 8 = 1. While we discuss estimating appropriate A-settings in
Section 6, our choice of A = .75 was inspired by the original es-
timate made by Yang et al. [13]. We chose 8 = 1 to constrain the
defender losses to be no worse than the attacker losses for deviations.
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Figure 1. 1-Norm Scatter Plots

In Figure 1(a) we present the scatter plot for these 1000 reward
structures. For readability, on the x-axis we display the setting of r
from 0 to —.9 as 0 to 9 (i.e., on the x-axis 3 represents -.3). On the
y-axis we display the 1-norm value. We see from these scatter plots
that there is a wide range of possibilities for the difference between
MATCH and BRQR strategies. While extreme differences don’t oc-
cur as frequently, they do not appear to be completely rare. Given
these 1000 structures, we attempted to select 100 reward structures
that would best cover the possible space based on the 1-norm values.
We present the 100 structures selected in Figure 1(b).

We believe this experimental setup is superior to previous setups
[11, 13] for three critical reasons: i) by examining the 1-norm dis-
tance we can explore a spectrum of reward structures where the
strategies produced are most different (high 1-norm) to where they
are most similar (low 1-norm); ii) by utilizing covariant games, we
can control the correlation between player rewards to ensure rewards
and penalties are not positively correlated where previous experi-
ments have ignored this crucial issue; and iii) previous results may
give a distorted view of the overall performance of an algorithm com-
pared to other algorithms since they look at such a narrow portion of
the entire security game space (i.e., 4 to 10 potential settings versus
over 100). In the following, we will first present the results for the
reward structures proposed by Yang et al. [13], then the results for
the newly selected structures, and finally we will give an analysis of
these results. We evaluate the statistical significance of our results
using the bootstrap-t method used by Yang et al. [13] previously.

4.1 Results for Original Structures

In these experiments, we tested the mixed strategies generated by
BRQR and MATCH using the original A estimate made by Yang et
al. [13] (i.e., A = .76) and 8 = 1 to constrain the defender’s losses
to be no worse than the attacker’s losses. To avoid boredom in the
subjects, we limited the number of games they would have to play
by separating the reward structures into two groups. Subjects either
played all strategies against reward structures 1 and 2 or all strategies
against reward structures 3 and 4. We present the results of these
experiments in Figure 2. In total, 36 subjects played against reward
structures 1 and 2 while 33 played against reward structures 3 and
4. In Figure 2, the y-axis represents the average defender expected
value over all the choices made by each individual subject against
a particular strategy. For example, examining Structure 1 in Figure
2, we see that the defender received -0.29 on average against human
subjects if using the strategy generated by BRQR.

In reward structures 1 and 4 we find that MATCH is statistically
significantly better than BRQR (p = .028 and p = .004 respec-
tively). In reward structures 2 and 3 neither strategy was statistically
significantly better than the other (p = .15 and p = .392 respec-
tively). However, in general across all 4 payoff structures, MATCH
and BRQR create highly similar strategies (i.e., the probability differ-
ence on any particular gate is relatively low [< 12.6%]). Regardless,
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Figure 2. Original Reward Structures

we still see that MATCH outperforms BRQR with statistical signif-
icance in two of the four reward structures and does at least as well
in the other two. Based on these results we can conclude that there
exists conditions where MATCH is the superior algorithm to BRQR.

4.2 Results for New Reward Structures

While the results from our first experiment were promising, we
wanted to take the most extensive look to date at a large space of po-
tential security game settings, examining 100 potential reward struc-
tures compared to 10 or less in previous experiments [13, 11]. As
stated previously, in these experiments we tested the mixed strate-
gies generated by BRQR and MATCH using A = .75 and 5 = 1.
Once again to avoid boredom in the subjects, we limited the number
of games they would have to play by separating the reward structures
into the following groups: (i) Structures 5-9 (we start at 5 to account
for the previous 4 reward structures) [25 participants], (ii) Structures
10-21 [33 participants], (iii) Structures 22-36 [37 participants], (iv)
Structures 37-53 [40 participants], (v) Structures 54-70 [37 partic-
ipants], (vi) Structures 71-87 [42 participants], and (vii) Structures
88-104 [39 participants]. Subjects would play against all the strate-
gies for a given group of reward structures.

We present an overview of the results from these experiments
in Table 1. Here, we show the number of settings where MATCH
won with statistical significance, both strategies were approximately
equivalent (i.e., neither strategy won with statistical significance),
and BRQR won with statistical significance. What we find is that
in 42 of the 100 reward structures MATCH outperformed BRQR
with statistical significance and in an additional 52 of the 100 reward
structures MATCH did at least as well as BRQR given that neither
strategy won with statistical significance. These results combined
with our previous experiment show MATCH performing at least as
well as or outperforming BRQR in 98 out of 104 potential security
settings. In Section 5 we will give further analysis of these results.

MATCH | Draw | BRQR
a = .05 42 52 6

Table 1. Overview of Results

Runtime Results: In Figure 3 we present runtime results for
BRQR versus MATCH. In Figure 3(a), the number of resources are
fixed at 10 and on the x-axis we vary the number of targets from 10
to 50. On the y-axis we present the runtime in seconds averaged over
20 randomly generated payoff structures. In Figure 3(b), the number
of targets are fixed at 30 and on the x-axis we vary the number of
resources from 2 to 20. Once again on the y-axis we present the run-
time in seconds averaged over 20 randomly generated payoft struc-
tures. Based on these results, we see that MATCH provides orders of
magnitude speedup over BRQR further demonstrating the benefits
of such an approach. The reason for this runtime improvement is that
BRQR requires the solution to a non-linear and non-convex objective



function in its most general form. In fact, because of the complexity
of the objective function, BRQR is only a heuristic solution for solv-
ing the objective. MATCH on the other hand is a mixed-integer linear
program, which can be solved with standard packages.
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Figure 3. Runtime results

5 Analysis

The QR model is a well-established solution concept and so an im-
portant question to address is whether BRQR was actually an accu-
rate model of human decision-making in these security settings. To
determine whether BRQR is accurate, in each reward structure we
run a Pearson’s chi-squared goodness of fit test [5] on the predicted
distribution of attacker choices against the observed attacker choices
for our subjects. We present the results in Table 2. In the first three
columns we denote reward structures where MATCH won with sig-
nificance, neither strategy won with significance, and BRQR won
with significance. In the last column we give the overall result for
all 100 reward structures. In the rows we denote whether Pearson’s
chi-squared goodness of fit test rejected the null hypothesis that the
observed distribution of choices could have been drawn from the ex-
pected distribution of choices (o = .05).

MATCH | Draw | BRQR | TOTAL
Rejected 40 40 3 83
Not Rejected 2 12 3 17

Table 2. Pearson Chi-squared Results

Our first observation is that in 83% of all reward structures tested
the model proposed by BRQR did not fit the data observed. This is
a significant number and suggests that perhaps BRQR is not a good
model of human decision-making in security games. However, it is
possible that this result is due to a poor estimation of the A-parameter
for these particular security settings and so in Section 6 we will re-
estimate the A-parameter based on the observed data and run addi-
tional experiments for a key subset of the reward structures. Even so,
in real-world security settings it may be even more difficult to appro-
priately estimate \ since data can often be sparse or noisy, and the
problem instances can be much larger and more complex.

The fact that, for this set of results, BRQR does not provide a
good fit for the data observed in general is one potential explana-
tion for why MATCH is outperforming BRQR in the majority of the
security settings. BRQR attempts to exploit an assumed model of
the human attacker and if the attacker deviates from that model in
a significant way it can severely impact the performance of the de-
fender. For instance, if BRQR assumes that an attacker is not likely
to attack a certain target it will provide minimal coverage for that
target. If, however, a large number of attackers choose this target,
it can have severe effects on the defender’s average expected utility.
An inaccurate model of human decision-making can lead to severe
consequences in security domains. This is one of the key advantages
of MATCH since it does not assume any decision-making model and
specifically bounds the impact of such potential deviations.

Our second observation is that of the 17 structures where BRQR
was potentially a good fit of human decision-making, it only out-
performed MATCH in 3. Thus, of the six cases where BRQR won
with statistical significance, only three of the cases can potentially
be justified by accurate opponent modeling. These results show that
even a decent model of human decision-making may not be sufficient
enough and an approach based on robust optimization is a potentially
strong alternative to modeling human decision-making processes. It
may be necessary to have a highly accurate model of human decision-
making before it becomes sufficient in security settings.

A second important question is, given the space of possible reward
structures, can we determine when MATCH or BRQR will likely per-
form better. In Figure 4, we present where the results for our 100
structures appear in the scatter plot of 1000 structures. In the cases
where neither MATCH nor BRQR won with statistical significance
we present which strategy had the higher average defender expected
utility. While this does not imply that the strategy is better in these
cases, this was done to see if it would provide some insight into
what portion of the payoff structure space MATCH or BRQR per-
formed better. Here, it is evident that the results are diverse within
the potential space and so without further investigation we cannot
determine where BRQR will likely be better than MATCH overall.
However, these results support our earlier argument that when doing
experimental analysis in security settings, examining few potential
settings can give misleading results. For example, given a small sam-
ple size from the potential space, it is possible we could have chosen
only structures where BRQR outperformed MATCH, which would
be contrary to what our results have demonstrated. Thus, we have
rightly raised the standard for future experimental investigations.
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Figure 4. Scatter Plot of Results

6 )\-Re-estimation

As suggested previously, to confirm whether BRQR is actually a
poor predictor of human decision-making we are required to exam-
ine it with appropriately estimated A-values. To focus our analysis
we selected three groups of five reward structures from the 42 re-
ward structures where MATCH outperformed BRQR with statisti-
cal significance as follows: (i) the five structures where BRQR and
MATCH had the most significant strategy difference averaged over
the 1-norm, 2-norm, infinite-norm, and KL distances; (ii) the five
structures where BRQR and MATCH had the least difference in av-
erage expected utility; and (iii) the five structures where BRQR and
MATCH had the highest difference in average expected utility. For
these experiments we will refer to these as structures 1 through 15.
To re-estimate the A-parameter we used the Maximum Likelihood
Estimation procedure proposed by Yang et al. [13] using the data
from the previous experiments in each of the 15 reward structures
yielding 15 new A-values. In Table 3 we present the new A-estimates
along with the 1-norm distance between the strategy produced by the
original A-setting (A = .75) and the re-estimated \-setting.



Our first observation is that \ is largely dependent on the reward
structure implying that for each potential security domain the de-
fender would be required to make a new estimate. As previously
stated, estimating A can be difficult in real-world settings where data
may be sparse or noisy. This problem is further exacerbated since
we have shown that data cannot likely be pooled from different set-
tings. This is an additional advantage of our approach since the level
of robustness is not dependent on the reward structure. That is, upon
deciding a S-setting it is consistent across all reward structures where
a A-setting is not equivalently accurate for all reward structures.

Structure: 1 2 3 4 5 6 7 8

A 18 71 25 1.14 | .01 1.39 | 1.09 .67

1-norm: 376 | .012 | 384 | .177 | 3.10 | .221 | .110 | .050

Structure: 9 10 11 12 13 14 15

A .84 48 15 43 .55 .23 42

1-norm 018 | .069 | 424 | 396 | .127 | .244 | .356

Table 3. New \-estimates

Our second observation is that the actual impact of altering the A-
parameter varies significantly depending on the reward structure. For
example, in structure 10 we vary A from .75 to .48 and see only a
1-norm difference of .069 while in structure 12 we reduce A to .43
and see a 1-norm difference of .396 (i.e., there is a 40% difference
of probability across targets in one case and only a 7% difference
across targets in another case). This once again demonstrates the dif-
ficulty in appropriately estimating A since minor changes can lead to
significant differences in some reward structures.

We had all 41 subjects play against both MATCH (8 = 1) and
BRQR with newly estimated A-values in all 15 reward structures.
We present the results in Figure 5. In these results, MATCH remained
statistically significantly better in 8 of the 15 reward structures (struc-
tures 1-5, 11, 13, and 15) and neither strategy was statistically signif-
icantly better in the remaining 7. Additionally, we ran Pearson’s chi-
squared goodness of fit test and found that, even after re-estimation,
the null hypothesis that the observed choice distribution could have
been drawn from the predicted choice distribution was rejected in
all 15 cases. Thus, even if we obtain tailored A estimates, MATCH
continues to perform as well as or outperform BRQR.
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Figure 5. Re-estimated Reward Structures

7 Summary

Game theory continues to be a useful tool for motivating resource al-
location decisions in important security settings. However, one criti-
cal assumption of standard game-theoretic approaches is that the at-
tacker maximizes his expected value. Such an approach is not robust
to deviations by a potential attacker and in the real-world deviations
are likely since defender’s face a boundedly rational human adver-
sary. A number of models have been proposed to try and address
these potential deviations including BRQR, which was formerly the
best known approach for addressing humans. Our work provides five

fundamental contributions to this research: (i) we develop an ap-
proach, MATCH, to addressing human adversaries based on robust
optimization rather than relying on finding appropriate models of hu-
man decision-making; (ii) we introduce a systematic way to generate
meaningful reward structures based on covariant games where previ-
ous work has simply generated completely random reward structures;
(iii) we make the most comprehensive evaluation to date involving
363 human subjects playing 8823 games in 104 security game set-
tings, whereas previous work has examined at most 10 security game
settings; (iv) we demonstrate that MATCH performs as well as or
better than BRQR in over 94% of the security settings tested (42
of 104 settings with statistical significance); and (v) we demonstrate
the significant runtime benefits of MATCH over BRQR. These re-
sults demonstrate the potential benefits of using an approach based
on robust optimization over previous algorithms that rely on creating
more efficient models of human-decision making.
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