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ABSTRACT
To date, a variety of automated negotiation agents have been cre-
ated. While each of these agents has been shown to be effective in
negotiating with people in specific environments, they lack natural
language processing (NLP) methods required to enable real-world
types of interactions. In this paper we study how existing agents
must be modified to address this limitation. After performing an ex-
tensive study of agents’ negotiation with human subjects, we found
that simply modifying existing agents to include an NLP module
is insufficient to create these agents. Instead the agents’ strategies
must be modified to address partial agreements and issue-by-issue
interactions.

1. INTRODUCTION

Negotiation is a basic task that forms a basic element in our
daily lives. We often find ourselves in situations, whether simple
or complex, that require negotiations. Most negotiations are mun-
dane, such as haggling over a price in the market, deciding on a
meeting time, or even convincing our children to eat their vegeta-
bles. However, they can also have colossal effects on the lives of
millions, such as negotiations involving inter-country disputes and
nuclear disarmament [9].

To date, a variety of agents have been created to negotiate with
people within a large spectrum of settings including: the number
of parties, the number of interactions, and the number of issues to
be negotiated. Katz and Kraus [11] proposed an agent for one-shot
interactions in an environment where only one issue needed to be
negotiated between two parties (bilateral negotiation). The AutONA
agent was developed for repeated interactions between buyers and
sellers over the price and quantity of a given product [3]. More
complex agents have been created for multilateral negotiations in-
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volved several issues to be considered. For example, the KBAgent
has been shown to be the most effective agent in achieving agree-
ments with people in several domains involving multiple attributes
[19].

Two key common elements exist throughout all of these previous
agents. First, these agents are all based on the assumption that the
human negotiators use bounded rationality. People did not success-
fully reach agreements with agents based on notions of equilibrium
or optimal methods, and thus alternatives needed to be found for
all agents [15]. Second, all agents needed mechanisms for dealing
with incomplete information. This is typically done through rea-
soning about the negotiating partners by learning their preferences
and strategies [8].

The key point this paper addresses is a study of how to extend
current state of the art agents to use natural language processing.
Unfortunately, this ability is lacking to current state of the art ne-
gotiation agents – something that has been previously noted [15].
This inherent limitation requires these agents to "force" their hu-
man counterparts to interact via menus or other non-natural inter-
faces.

Towards creating agents that use natural language, this paper ad-
dresses what extensions, if any, are needed to bridge this gap. As
a first step towards creating negotiation agents with full NLP ca-
pabilities, we conducted extensive studies of interactions between
the leading automated negotiation agent and people. We compared
how people negotiated with this agent through its previous menu-
based interface, and a new chat-based interface that allowed people
to converse freely with the agent.

This paper presents two important results based on this study.
First, we discovered that the automated negotiation strategies did
not transfer well to more natural forms of conversation. Simply
adding a chat-based interface instead of a menu-based interface to
the existing agent yielded agreements that were significantly worse
for the agent, while the utility for the human player remained the
same. In addition, we found that the human partners were signifi-
cantly happier with the final agreement, and they perceived the final
outcome to be more balanced if they were using the chat-based in-
terface, despite the fact that they attained the same average utility
in both interfaces.

Second, we managed to isolate the reason for the algorithm’s in-
ability to cope with partial agreements as the main cause for its de-
creased performance. One key issue that we study is the centrality



of creating partial agreements within natural language based ne-
gotiation agents. It is known that bounded rational agents (such as
humans) find that simultaneously negotiating a complete package
might be too complex [1, 2], and therefore they prefer to negoti-
ate issue-by-issue. As our next Section details, this is an open issue
within the general negotiation research community, but is evidently
a key issue that must be addressed by agent designers.

2. RELATED WORK

This paper’s main contribution lies in empirically analyzing how
negotiation agents should be extended to support more natural in-
terfaces, and specifically a chat interface. Extensive studies in the
field of Human Computer Interactions (HCI) have noted that the
goal of any system should be an intuitive interface with the stress
being put on creating agents which operate in environments which
are as real and natural as possible [5, 6]. Thus, following these ap-
proaches, it is critical to develop natural language support for ne-
gotiation agents to allow for these types of “normal" interactions
[13]. This form of typing as natural interaction is referred to as
Natural-language interaction (NLI) in the literature. There have
been numerous informal tests of NLI systems, but few controlled
experimental comparisons against some other design [21].

While automated negotiation agents have been developed for
quite some time, unfortunately, even state of the art negotiation
agents do not yet support natural language interactions. Over twenty
years ago in [14] they developed an agent called Diplomat, that
played the Diplomacy game with the goal to win. Byde et al. [3]
developed AutONA, an automated negotiation agent. Their problem
domain involves multiple negotiations between buyers and sellers
over the price and quantity of a given product. Jonker et al. [10]
created an agent to handle multi-attribute negotiations which in-
volve incomplete information. The QOAgent [17] is a domain in-
dependent agent that can negotiate with people in environments of
finite horizon bilateral negotiations with incomplete information.
The negotiations consider a finite set of multi-attribute issues and
time-constraints. We focus on the KBAgent, which like the QOA-
gent also considers negotiations with a finite set of multi-attribute
issues and time-constraints, but has been shown to be the most ef-
fective agent in achieving agreements with people in several do-
main [19]. This area continues to be quite popular, with one active
research avenue being the ANAC (Automated Negotiating Agents
Competition) Workshop. Since 2010, this competition has focused
on agents that use the GENIUS interface.1 However, we note that
even to date, this competition focuses on agent-agent interactions
and the interface supports only menu-based interactions between
agents and people.

To address this limitation, we study what logical extensions are
needed, if any, to make existing negotiation agents suitable for nat-
ural language. Previously economic and behavior research into peo-
ple’s negotiation would suggest that the current approach of at-
tempting an agreement on all issues simultaneously will not be ef-
fective. For example, Bac and Raff [1] found that simultaneously
negotiating a complete package might be too complex for individ-
ual buyers. Furthermore they show that, in the context of incom-
plete information with time discount, the more informed player
(“strong” in their terminology) will push towards issue-by-issue ne-
gotiation. Busch and Horstmann [2] found some people might like
to decide all issues at once, while others prefer to decide one by
one. Chen [4] studied issue-by-issue negotiation with opt-out fac-

1The GENIUS and ANAC websites can be reached though
http://mmi.tudelft.nl/negotiation/index.php/Genius

tor, and argues that when the opt-out probability is low, agent pre-
fer to negotiate a complete package because intuitively we know
that the negotiations can last long enough so that agents can get
to a “win-win” situation. However, with high opt-out probability,
agents prefer issue-by-issue negotiation. Thus, one key contribu-
tion of this paper is its study as to how people react to agents that
do not propose issue-by-issue agreements.

3. METHODOLOGY

The main goal of this research was to push the envelope of auto-
mated negotiators research by moving from menu-driven interfaces
to chat based environments. As this work transitions from the fruit-
ful work of previously developed agents, we intentionally chose to
base ourselves on these agents and the complex environments they
had studied. Thus, we shied away from dealing with overly sim-
plified settings, such as those with full information, single issues,
or alternating turn based offers, and instead considered a complex
problem with partial information, multi-attribute negotiations, and
an unconstrained interaction protocol. In this section we detail the
negotiation problem we considered, the state of the art KBAgent
agent we based our study on, and the GENIUS environment used
by the agent.

3.1 Problem Description
The negotiation environment we consider can be formally de-

scribed as follows: We studied bilateral negotiation in which two
agents negotiate to reach an agreement on conflicting issues. The
negotiation can end either when (a) the negotiators reach a full or
partial agreement, (b) one of the agents opts out (denoted as OPT ),
thus forcing the termination of the negotiation with a predefined
opt-out outcome, or (c) a time limit is reached, that results in a pre-
defined status-quo outcome (denoted as SQ).

The negotiations resolve around multi-attribute characteristics.
There is a set of issues, denoted as I , and a finite set of values, Oi

for each issue i ∈ I . Partial agreements are possible as subset of
the issues contains ⊥ ∈ Oi. An offer is denoted as (⃗o) ∈ O, and O
is a finite set of values for all issues. The negotiations are sensitive
to time. Time impacts the utilities of the negotiating parties, and is
defined as T ime = {0, ..., dl}, where dl is the deadline limit. Each
agent is assigned a time cost which influences its utility as time
passes. The time effect may be negative or positive with respect to
the utility.

The negotiation protocol is fully flexible. As long as the nego-
tiation has not terminated earlier, each side can propose a possible
agreement, reject a previously offered agreement, opt-out of the ne-
gotiation, or communicate a threat, promise, or any general remark.
In contrast to the model of alternating offers [18], each agent can
perform up to M > 0 interactions with the opponent agent in each
time period.

Last, we consider environments with incomplete information.
That is, agents are not fully aware of the utility structure of their
opponents. We assume that there is a finite set of utility struc-
tures which will be referred to as agent types. For example, one
type might model a long term orientation regarding the final agree-
ment, while another might model a more constrained orientation.
Formally, we denote the possible types of the agents Types =
{1, ..., k}. Given l ∈ Types, we refer to the utility of the agent
of type l as ul, and ul : {O ∪ {SQ} ∪ {OPT}} × Time → R.
Each agent is fully aware of its own utility function, but it does not
know the exact type of its negotiating partner.



3.2 The KBAgent
The state-of-the-art automated negotiator for the above environ-

ment is the KBAgent [19]. It has been shown that the KBAgent ne-
gotiates efficiently with people and achieves better utility values
than other automated negotiators. Moreover, the KBAgent achieves
significantly better agreements, in terms of individual utility, than
the human counterparts playing the same role.

The main difference between the KBAgent and other agents is its
inherent design, which builds a general opponent model. KBAgent
utilizes past negotiation sessions of other agents as a knowledge
base for the extraction of the likelihood of acceptance and offers
which will be proposed by the other party. That data is used to de-
termine which offers to propose and what offers to accept. One
of its main advantages is that it can also work well with small
databases of training data from previous negotiation sessions.

In order to generate an offer, the KBAgent creates a list ordered
by the QOValue, which is an alternative to the Nash bargaining so-
lution (see [17] for exact definition). The first offer that is proposed
is the one with the maximal QOValue. The other offers are picked
from the ordered list based on the concession rate the KBAgent ap-
plies and are chosen with a decreasing QOValue for the agent and
an increasing utility value for the other party. To decide which of-
fers to accept, the KBAgent determines a time dependent threshold
to decide whether to accept or reject an offer. In order to decide on
the optimal threshold, the probabilities learned from the database
of past negotiations are used.

3.3 The GENIUS Environment
When conducting computer based experiments with human par-

ticipants, the interface design might have significant impact on the
results as different design decisions might affect the subjects’ be-
haviors [21]. For example, items placed at the top of a drop-down
list have higher probability of being selected, default values might
have framing effects, etc. Over the years, research on human-agent
negotiation suffered from a comparative weakness when a new al-
gorithm was compared to an old one but on a different interface.

To remedy this, an open source negotiation environment by the
name of GENIUS was published in order to facilitate research on
bilateral, multi-issue negotiations [16]. The environment can be
used both as an API for the development and testing of automated
agents, and as a simulated environment to run tournaments and ex-
periments in various negotiation scenarios Moreover, since 2010 it
has been used as the main tool of a novel annual Automated Nego-
tiating Agent Competition (ANAC).

The front-end interface for human based negotiation experiments
is a dialog based graphical user interface. It contains various action
buttons, pull-down boxes to select values for issues, and text areas
to display information. See Figure 1 for an example. We have used
exactly the same interface in terms of its look&feel, but replaced
the menus with a single text box for the chat area that will be used
to pass messages between the negotiating parties.

3.4 Wizard of Oz
The main goal of our research is to understand whether the con-

straints of the menu-based interface affects the nature of agree-
ments produced by a state-of-the-art negotiating agent. Stated dif-
ferently, we would like to check whether an automated agent devel-
oped in a menu-based negotiation environment, will be as effective
in a chat-based environment. Intuitively, it is not easy to say if there
is any relationship between the negotiation interface and the nego-
tiation algorithm that is used by the agent. But if such relationship

does exist, it should be analyzed so that a new generation of nego-
tiation strategies should incorporate these findings.

In order to study this point, we needed to translate each natural
language sentence written in the chat box to an action object that
can be accepted by agent. For example:

‘‘I offer you a salary of 12,000’’

should be translated to an object of the form:

Offer(Salary=12000)

Sentences in natural language might be ambiguous. For example,
the sentence:

‘‘Can you agree to work for 12,000?’’

can be interpreted in at least two different ways. The first interpre-
tation is a simple query to gather information regarding whether the
candidate will agree to work for that salary. An answer to that query
will reflect the willingness to accept such a value for that issue in a
future agreement:

Query(Salary=12000)

A second possible interpretation is an offer of that salary. In this
case, the person is in fact proposing an offer for this issue, expects
a response to this offer, and in fact wishes to conclude a partial
agreement:

Offer(Salary=12000)

The problem of ambiguity within natural language is a well known
challenge within the field of Natural Language Processing (e.g.
[20]). Unfortunately, even state of the art approaches cannot deal
with such ambiguity with absolute certainty. While in the future we
hope to develop NLP algorithms for negotiation chat agents, as a
first step we sidestepped this problem by having people manually
decode ambiguity in other people’s chat statements. To do so we
used the Wizard of Oz (WOZ) approach [12, 7].

In WOZ experiments, the users believe that they are interacting
with an automated agent directly, but behind the scenes there is
a human being that translates their messages to the language that
the agent understands. For instance, given the above sentence “Can
you agree to work for 12,000?”, a human “Wizard” decides which
of the possible interpretations is more likely, and sends the correct
interpretation to the agent.

An advantage of the WOZ approach is that it allows us to sep-
arate the NLP component of the agent from its strategy, allowing
us to focus on the negotiation algorithm and proceed to study the
question at hand. A snapshot of the WOZ interface used in our ex-
periments can be seen in Figure 3.

4. EXPERIMENTS

In order to properly evaluate the influence of natural language
input on automated negotiation agents, we intentionally picked the
job candidate domain used in previous research [17, 19]. In this
domain, a negotiation takes place after a successful job interview
between an employer and a job candidate. In the negotiation both
the employer and the job candidate wish to formalize the hiring
terms and conditions of the applicant. Below are the issues under
negotiation:

Salary This issue dictates the total net salary the applicant will
receive per month. The possible values are {7000, 12000,
20000}.



Figure 1: GENIUS menu-based interface

Figure 2: GENIUS chat-based interface



Figure 3: The WOZ interface

Job description This issue describes the job description and re-
sponsibilities given to the job applicant. The possible values
are {QA, programmer, team manager, project manager}.

Social benefits The social benefits are divided into two categories:
company car and the percentage of the salary allocated, by
the employer, to the candidate’s pension funds. The possi-
ble values for a company car are {leased car, no leased car,
no agreement}. The possible value for the percentage of the
salary deposited in pension funds are {0%, 10%, 20%, no
agreement}.

Promotion possibilities This issue describes the commitment by
the employer regarding the fast track for promotion for the
job candidate. The possible values are {fast promotion track
(2 years), slow promotion track (4 years), no agreement}

Working hours This issue describes the number of working hours
required by the employee per day (not including over-time).
The possible values are {8 hours, 9 hours, 10 hours}.

In this scenario, a total of 1296 possible agreements exist (3 ×
4 × 12 × 3 × 3 = 1296). Each turn in the scenario equates to
two minutes of the negotiation, and the negotiation is limited to 30
minutes. If the sides do not reach an agreement by the end of the al-
located time, the job interview ends with the candidate being hired
with a standard contract, which cannot be renegotiated during the
first year. This outcome is modeled for both agents as the status quo
outcome. Each side can also opt-out of the negotiation if it feels that
the prospects of reaching an agreement with the opponent are slim
and it is impossible to negotiate anymore. Opting out by the em-
ployer entails the postponement of the project for which the candi-
date was interviewing, with the possible prospect of its cancelation
and a considerable amount of expenses. Opting-out by the job can-
didate will make it very difficult for him to find another job, as the
employer will spread his/her negative impression of the candidate
to other CEOs of large companies. Time also has an impact on the

negotiation. As time advances the candidate’s utility decreases, as
the employer’s good impression has of the job candidate decreases.
The employer’s utility also decreases as the candidate becomes less
motivated to work for the company. To facilitate incomplete infor-
mation there are 3 possible utility structures for each side, which
models a long term candidate, short term candidate and compro-
mising candidate. The complete domain including the utility func-
tions is part of the GENIUS framework and available to download
from the Internet 2.

4.1 Experiments design

We extended the existing GENIUS negotiation system to include
a newly developed chat interface for a WOZ based system using the
previously described KBAgent. We then studied 32 human partic-
ipants negotiate interactions with this agent. All participants were
students in three different academic institutions, and had different
fields of studies. They were highly motivated to attain good scores
as they received bonus points to their course grade which is a func-
tion of their final utility score in the session.

We then divided these students randomly so that 16 students used
the “old” menu based interface, and 16 used the newly developed
chat interface. It it important to note that all other parts of the in-
terfaces were identical; That is the only visible difference between
them was the chat-box instead or pull-down boxes (see Figure 2).
The people played the role of the job candidate, while the KBAgent
played the role of the employer.

Prior to the start of the negotiation task, the people were given
a full tutorial about the task at hand, the interface and the possible
utility functions. A short test was issued to verify that the subjects
understood the instructions and task at hand. The subjects did not
know any details regarding the automated agent with which they
were matched, or the fact that it was not a human player. The out-

2The GENIUS website can be found at
http://mmi.tudelft.nl/negotiation/index.php/Genius



come of each negotiation task was either reaching a full agreement,
opting out, or reaching the deadline.

In addition, following each session of the experiments (for both
interfaces) we conducted a post-experiment questionnaire, in which
the subjects had to score on a scale of 1 (lowest) to 5 (highest) the
following questions:

• Were the instructions of the experiment clear?

• How happy are you with the negotiation’s end result?

• Do you think that your partner was a computer program?

• What do you think was the utility function of your partner?
(select 1 out of the 3 options)

• Do you consider the end result to be fair?

4.2 Experimental results
The main goal of the experiments was to check if there are dif-

ferences in the agent’s performance when playing against a human
subject who is using a menu-based interface or a chat-based inter-
face.

Table 1: Results of Menu vs. Chat Negotiation Experiments
Menu-based Chat-based

Avg. utility - human 398 (σ = 44) 385 (σ = 41)
Avg. utility - Agent 484 (σ = 49) 438 (σ = 65)
Avg. nego. length 5.05 7.25

Table 1 presents the average utility gained by the human play-
ers (playing the job candidate) and the KBAgent (playing the em-
ployer). The standard deviation is written in parenthesis. We can
see that the human players got on average similar utility scores,
regardless of the interface that they were using. From the agent’s
perspective, we can see that the agent attained significantly higher
scores when faced with partners who were using menu-based inter-
faces (p < 0.01 on a two-tailed t-test). Similarly, we can see that
the average session length was significantly longer using the chat
interface – while the negotiation sessions using the menu interface
were on average 5.05 rounds (10 minutes and 6 seconds), the chat
interface sessions took on average 7.25 rounds (14 minutes and 30
seconds).

Table 2: Results of Post-Experiment Questionnaire
Menu-based Chat-based

instructions 4.21 4.4
happiness 3.1 3.95
computer program 3.89 3.95
utility type 35% 35%
fairness 3.26 4

After studying the post-experiment questionnaire, the results of
which are summarized in table 2, we can see that both groups un-
derstood the instructions very well (4.21 and 4.4 out of 5). Both
groups tended to agree that their partner is a computer program
(3.89 and 3.95 out of 5), and both groups did not manage to “guess”
the type of the utility function of their negotiation partner. That
is, only 35% of them (7 students in each group) guessed correctly
whether their partner is of a “long term”, “short term’ or “compro-
mising” type. With respect to their happiness with the results and

their grasp of fair outcome, we can see that the chat-based users
felt significantly better with the final outcome; They were signifi-
cantly happier with the end result (3.95 against 3.1, p < 0.01 on
a two-tailed t-test), and felt that the result is fairer (4 against 3.26,
p < 0.05 on a two-tailed t-test).

4.3 Discussion
The above results were somewhat surprising to us as we would

have expected exactly the opposite result. That is, we would ex-
pected the negotiating agent to attain lower utility when playing
against a user who is using the menu-based interface. This is be-
cause of the following reasons: First, forcing a person to use a pre-
set number of choices in the menu requires her to focus on a limited
number of possibilities making the task easier to compute. Second,
within the menu-interface, drop-down lists existed for each of the
limited choices, allowing the user to see the ordinal relationship of
the values inside the list. This allows her to take smaller conces-
sion steps and greatly reduces the probability of errors. Last, when
selecting the offer from a drop-down lists the utility of the offer
is computed and presented automatically to the user, making the
task even easier. Thus, we had assumed the person would do better
in these case, and consequently, the agent would do worse as the
person would achieve higher utility at the expense of the agent.

Thus, our results yielded two key implications: (1) automated ne-
gotiators developed for menu-based environment should be some-
how adapted when migrated to chat-based environments. (2) Hu-
mans perceived the outcome of the negotiation session more pos-
itively when using chat even though their objective utility score
remained the same.

Consequently, we focused on the following questions:

Why does the agent get significantly higher utility when
playing against menu-based partners?

How should the next generation of negotiation agents
be modified to address this shortcoming?

In addressing these questions, we studied various possible hypothe-
sis to understand these findings and to explain how we should gen-
eralize this result. We first present two seemingly obvious explana-
tions which do not explain these findings, and then further develop
a third hypothesis relating to the nature of people’s offers which we
believe will need to be addressed in the next generation of negotia-
tion agents.

4.3.1 Rejected Hypotheses

When looking at the causes of the significant difference in utility,
a first and intuitive conjuncture is that the discount factor in utility
as the time progresses might be a prominent cause. This is an ac-
ceptable cause simply because inputing a natural language sentence
takes more time than clicking on the dialog boxes. Specifically, Ta-
ble 2 shows that chat-based sessions takes another 2 rounds on av-
erage, which amounts to ≈ −12 utility points.

However, after analytically adding the utility lost due to time dis-
count factor to both groups, the results remains significantly better
for when playing against menu players. Specifically, average utility
of 524.45 (σ = 32) against menu players, and 496.65 against chat
players (σ = 50), p < 0.05 with the two-tailed t-test.

Next, we looked at the time that was spent in the chat experi-
ments due to WOZ translation. This represents the time it took the
human behind the system to translate message from natural lan-
guage to the agent actions model and vice-versa. It appears that on



average there were ≈ 274 translation seconds in the chat-based ex-
periments. This amounts to the additional 2 rounds from the previ-
ous hypothesis, and correcting them still did not resolve the signif-
icant utility advantage when playing against menu-based players.

4.3.2 Accepted Hypothesis - Percentage of Partial
Offers

Another interesting observation from the above experiment was
that chat-based users sent a higher number of partial agreements
than the menu-based users. Specifically, on average the chat-based
users sent approximately 2.4 partial offers per session, which amounts
to around 40% of their total offers. The menu-based users rarely
offered partial agreements even though the interface does not con-
straint them from doing so, and the instructions explicitly discuss
this possibility.

In order to verify this claim we conducted an additional set of
experiments in which we did not allow users to send partial offers
(unless of course using the specific value of “no agreement” in the
minor issues). We did so by issuing a message saying “I prefer to
discuss offers with all 6 issues” whenever a partial offer had been
sent. Besides that message, we followed exactly the same experi-
ment design as before.

Table 3: Results – Negotiation without Partial Offers
Menu-based Chat-based

Avg. utility - human 397 (σ = 39) 373 (σ = 51)
Avg. utility - Agent 458 (σ = 82) 414 (σ = 94)
Avg. nego. length 6.6 9.4

The experiment was conducted in a similar manner and included
24 participants: 12 played with the menu interface and 12 with the
chat interface. The results are depicted in Table 3, and they verify
this hypothesis. We found that there is no statistical difference be-
tween the average utility gained by the agent when playing against
these two groups.

When negotiation is conducted using a chat interface, several ad-
ditional problems arise, such as dialog manager and context reso-
lution. For instance, the following sentence that was sent by a chat
user:

‘‘I suggest you work 9 hours as a QA."

can be interpreted in two ways: a partial offer of the following
form {Salary=QA,Hours=9}, or an adaptation of these issues with
respect to a previously discussed offer, thus a complete offer with
these two new values. Regardless of the interpretation, an auto-
mated negotiator that was built around menu-based interface will
not have to deal with many partial offers that exist in chat-based
negotiation. Therefore, it might be the case that the KBAgent’s strat-
egy with respect to partial offers, or specifically its lack of strategy,
hindered its performance.

We continued with analyzing the post-experiment questionnaire
and now, to our surprise, we did not see any significant difference in
the groups perception of fairness (3.5 vs. 3.9), or overall happiness
with the outcome (3.3 vs. 3.4). The complete data table was omitted
due to space constraints.

5. CONCLUSIONS

This paper takes the first step towards moving the problem of
automated negotiation towards natural language interfaces. Before

tackling the complex problems of NLP and Dialog management,
we studied how the current state-of-the-art automated negotiator
would perform when paired against chat-based interface. We dis-
covered that the automated negotiation algorithm did not transfer
well to more natural forms of conversation. Simply adding a chat-
based interface to the existing agent yielded agreements that were
significantly worse than agreements based on the menu-based in-
terface. In an additional experiment we isolated the reason for the
algorithm’s inability to cope with partial agreements as the main
cause for its decreased performance.

We conclude that future negotiation algorithms for chat environ-
ments and other natural interfaces will need to take different strate-
gies from those used by current negotiation agents [14, 3, 10, 17,
19]. While these state of the art agents attempt to find successful
agreements on all issues simultaneously, our findings strongly sug-
gest that future agents will instead need to take an issue-by-issue al-
gorithm towards negotiations, or explicitly form partial agreements
with people. We are currently studying how this finding can be im-
plemented, and encourage other researchers to do the same.
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