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ABSTRACT
As agents’ technology becomes increasing more prevalent, coordi-
nation in mixed agent-human environments becomes a key issue.
Agent-human coordination is becoming even more important in
real life situations, where uncertainty and incomplete information
exists and communication is costly. While abundant research has
focused on aspects of computerized teamwork, little attention has
been given to the issues raised in teams that consist of both comput-
erized agents and people. In this paper we focus on teamwork be-
tween an agent and a human counterpart and present a novel agent
designed to interact proficiently with people. In extensive simula-
tions we matched our agent with people and compared it with an-
other state-of-the-art agent. Our results demonstrate the significant
improvement in coordination when our agent is involved.
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1. INTRODUCTION
More and more agents are deployed in mixed agent-human en-

vironments and are expected to interact efficiently with people.
Such settings may include uncertainty and incomplete information.
Communication, which can be costly, might be available for the
parties to assist in obtaining more information in order to build a
good model of the world. Efficient coordination in teams between
agents and people is the key component for turning their interac-
tion into a successful one. The importance of coordination between
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agents and people only increases in real life situations, in which un-
certainty and incomplete information exist.

Teamwork has been the focus of abundant research in the multi-
agent community. However, while research has focused on de-
cision theoretic framework, communication strategies and multi-
agent policies (e.g., [2]), only some focus has been on the issues
raised when people are involved as part of the team [3]. Our work
focuses on efficient coordination between agents and people with
communication costs and uncertainty. We model the problem using
DEC-POMDPs (Decentralized Partially Observable Markov Deci-
sion Process) [1]. The problem involves a team having a joint re-
ward (goals), while each team member has only partial observa-
tions of the state of the world. Thus, even if information exists, it
only provides partial support as to the state of the world, making it
difficult to construct a reliable view of the world without coordinat-
ing with other teammates. To validate the efficacy of our agent, we
chose the Colorado/Wyoming domain, which was first introduced
by Roth et al. [2] and offered as a benchmark for evaluation of
communication heuristics in multi-agent POMDPs.

While there are studies that focus on DEC-POMDPs, most of
them pursue the theoretical aspects of the multi-agents aspect, and
do not deal with the fact that people can be part of the team [2].
Zuckerman et al. [4] improved coordination with humans using fo-
cal points. We, however, focus on the problem of improving coor-
dination between an agent and people by means of shared observa-
tions. The addition of communication only increases the challenge,
making the adaptation of their model far from straightforward. Our
novelty also lies in introducing an agent capable of successfully
interacting with a human counterpart in such settings. The agent
is adaptable to the environment and people’s behavior, and is able
to sophisticatedly decide which information to communicate to the
other team member based on the communication cost and the pos-
sible effects of this information on its counterpart’s behavior.

2. COORDINATION WITH COMMUNICA-
TION COSTS IN DEC-POMDPS

A DEC-POMDP [1] model separates the resolution of the prob-
lem into time steps in which the agents choose actions simultane-
ously. These actions can have deterministic or non-deterministic
effects on the state. Following these actions, each team member re-
ceives an additional observation of the world state. The state transi-
tion and the joint reward function are dependent on the joint actions
of all agents.



We focus on POMDPs in which the team consists of two agents
and the team members are able to communicate with each other
(e.g., [2]). As communication is costly we limit the communica-
tion messages to include only self observations. This can also be
supported in real settings where limitations occur to prevent lengthy
communications that can breach the integrity of the team members
(e.g., surrendering their locations). By sharing their observations,
the team members can avoid uncoordinated actions caused by con-
tradictory private knowledge, allowing them to build a coherent and
a concise view of the world states faster.

A naïve approach for team communication is sharing all infor-
mation among themselves. Once all the information is shared, find-
ing the optimal joint action becomes a simple POMDP problem that
each team member can solve in parallel. Then, each member can
perform the action assigned to it in the joint action plan, described
by the POMDP policy, for their joint belief. However this solu-
tion is only optimal if two assumptions hold. First, that there is no
cost associated with communication. Second, that all team mem-
bers consider the same joint actions to be optimal (by using the
same POMDP policy). As this is hardly the case in real settings,
existing agents might fail when matched with people. Our agent’s
design takes these considerations into account to achieve proficient
interaction with people.

3. AGENT DESIGN
When coordinating with someone else, it is hard to predict with

full certainty what the other team member (especially if it is a hu-
man partner) will do. The task is even harder if the agent inter-
acts with someone only once and not repeatedly. Thus, an efficient
agent working with people needs, amongst other things, to approx-
imate what percentage of the population will perform each action
based on the existing partial observations. Our agent interacts with
the same counterpart only once and thus its design tries to tackle the
challenge by generating a good model of the population based on
445 people who played the game. Our agent uses a neural network
which outputs the probabilities of the other team member taking an
action based on features that encod the agent beliefs, past actions
and communication- and position-related information. We coin our
agent TMDC (standing for team modeling with decentralized com-
munication).

4. DESIGNING THE AGENT’S STRATEGY
The general design of the agent’s strategy consists of building a

POMDP using the prediction of the human behavior described be-
forehand. This is done as when interacting with people we cannot
ensure mutual predictability. Thus, TMDC uses its model, and not
the shared belief, to predict what will be its counterpart’s behav-
ior. In addition, TMDC chooses its action based on all its knowl-
edge (which also includes private knowledge), and only communi-
cates in order to influence the actions of the other teammate. Given
all previously shared observations, the agent evaluates an action
by considering all possible results, calculating immediate rewards
and using offline estimation of future rewards. This evaluation is
then used by a hill climbing heuristic that finds which observations
(taken from the set of all observations, including shared observa-
tions) can maximize the score of the team and hence should be
shared. We continue to describe the agent’s strategy in detail.

5. EXPERIMENTS
The experiments were conducted on the Colorado/Wyoming do-

main and were conducted using the Amazon Mechanical Turk ser-
vice (AMT). This framework allows publishing of tasks designated

for people all around the world. We prohibited multiple participa-
tion by the same people. The players were provided with a manual
of the game before their participation. Although the manual is very
detailed, we took great care not to give strategic advice. We then
required that each worker pass a short multiple choice test to ver-
ify that they read the manual and understood the game. The player
received a bonus based on the score of the team, if it was positive.
We ensured that the costs and penalties of the game would have a
meaningful effect on the player even if the team did not gain the
reward for a successful signal.

We matched 64 people with our TMDC agent, with a state-of-
the-art agent PDCS [2] and with 64 other people (PDCS was de-
signed to coordinate well with multi-agent teams). The results
demonstrate that our agent significantly outperforms the PDCS agent
(p < 0.001) when matched with people (52.84 as compared to
17.5). Interesting also that the human-human team achieved a score
of only 27.18. While this score generated no significance difference
compared to the PDCS results, the TMDC-human teams achieved
significantly higher scores (p < 0.003) than the human-human
teams.

6. CONCLUSIONS
Settings in which hybrid teams of people and automated agents

need to achieve a common goal are becoming more common in
today’s reality. Communication in such situations is a key issue for
coordinating actions. As communications is costly and sometimes
even limited (e.g., due to security issues or range limitations) it
becomes of great essence to devise an efficient strategy to utilize
communication. This paper presented a novel agent design that can
proficiently coordinate with people under uncertainty while taking
into account the cost of communication.

Our agent was specifically designed taking into account the fact
that it interacts with people and was also evaluated with people. Ex-
periments with more than 300 people demonstrated how it outper-
forms the state-of-the-art agent. One of the main factors accounting
for the success of our agent is the understanding that it requires a
good model of the counterpart to generate an efficient strategy.

This paper is only part of a new and exciting journey. Future
work warrants careful investigation on improving the prediction
model of people’s behavior. In addition we will investigate set-
tings in which even more limited information is available to the
team members. In such situations the challenge is on the under-
standing of the abstract model that is available and how to utilize
communication’s strategies for efficient coordination that will al-
low increasing the accuracy of the model.
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