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ABSTRACT

Research on automated negotiators has flourished in recent
years. Among the important issues considered is how auto-
mated negotiators can be designed that are capable of ne-
gotiating proficiently with people. Nonetheless, conducting
experiments with people is timely and costly making the
evaluation of these automated negotiators a very difficult
process. Moreover, it makes it difficult to devise and revise
the agent’s strategies constantly, as each time it requires to
gather an additional set of people for the experiments. In
this paper we investigate the use of Peer Designed Agents
(PDAs, computer agents developed by human subjects) as
a method for evaluating automated negotiators. We have
examined the negotiation results and its dynamics in exten-
sive simulations with more than 300 human negotiators and
more than 50 PDAs in two distinct negotiation settings. Re-
sults show that computer agents perform better than PDAs
in the same negotiation contexts in which they perform bet-
ter than people, and that on average, they exhibit the same
measure of generosity towards their negotiation partners.
Thus, we found that using the method of peer designed ne-
gotiators embodies the promise of relieving some of the need
for people when evaluating automated negotiators.

Categories and Subject Descriptors
1.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Multiagent systems

General Terms
Bilateral Negotiations

Keywords
peer designed agents, evaluation techniques, automated ne-
gotiation

1. INTRODUCTION

Heterogenous group activities in which people and comput-
ers interact are becoming increasingly prevalent. Examples
of group activities in which computer systems participate
include online auctions, assistive care, and military systems.

*This research is based upon work supported in part by
the U.S. Army Research Laboratory and the U.S. Army Re-
search Office under grant number W911NF-08-1-0144 and
under NSF grant 0705587.

In particular, the design of automated negotiators that can
proficiently negotiate with people is receiving growing at-
tention in AI [1, 8, 9, 10, 11, 14, 19, 25].

Expert Designed Negotiators (EDNs) have been developed
for a variety of purposes, whether as autonomous actors [5,
9], as proxies for individual people and organizations [25],
or as a training tool [4, 17]. The evaluation process of au-
tomated negotiators is a critical aspect of their design pro-
cess. Traditionally, this task is done by measuring the per-
formance of EDNs when interacting with actual people.

However, using people for experimentation purposes is timely
and costly, making the evaluation process a very difficult
task for researches. This becomes even harder when the ne-
gotiation is taken place in open systems. Designing agents
that model the human behavior during negotiations is also a
very difficult task, especially due to the diverse behavior of
people which makes it difficult to capture it by a monolithic
model. People tend to make mistakes, and they are affected
by cognitive, social and cultural factors, etc. [12]. Thus, it
is commonly assumed that people cannot be substituted in
the evaluation process of EDNs designed to negotiate with
people. While the design issues of EDNs is important, and
can be found in the literature [13], we found little, if any, lit-
erature focusing on the important issue of the evaluation of
EDNs designed to negotiate with people. Thus, in this paper
we only focus on the evaluation process of these EDNs.

The question which now arises is, even though people and
agents behave differently, whether one can use agents to eval-
uate EDNs and reflect from the behavior of the EDNs with
other agents to their behavior with people. Following this
intuition, we can look at the strategy method [16, 21, 22]
which is an experimental methodology which requires people
to elicit their actions. The assumption behind this method
is that people are able to effectively encapsulate their own
strategies if they are properly motivated, monetarily or oth-
erwise. This approach is well accepted in experimental eco-
nomics and has also begun to be used within artificial intel-
ligence research [2, 20]. The application of this methodology
within the study of automated negotiator agents implies that
peer designed agents (PDAs) can be developed that repre-
sent the negotiation preferences of diverse people. As we
will demonstrate in the rest of this paper, the use of PDAs



has the potential of alleviating some of the need for people
in the evaluation of automated negotiators.

In this paper we provide results of extensive experiments in-
volving more than 300 human subjects and 50 PDAs. The
results shed light as to the prospect of using PDAs to better
determine the proficiency of an automated negotiator when
matched with people, as well as to compare the behavior
of different EDNs. The experiments involved negotiations
of people with people, people with PDAs and people with
EDNs to be evaluated. The experiments were conducted in
two distinct negotiation environments. Results show that
PDAs can alleviate the evaluation process of automatic ne-
gotiators, and facilitate their design in a variety of settings.

This paper contributes to research on automated negotia-
tions by tackling the important issue of the evaluation pro-
cess of automated negotiators. Some of the drawbacks of
designing automated negotiators that are capable of nego-
tiating with people stems from the fact that their evalua-
tion involves people and the cumbersome task of orchestrat-
ing the experiments with people. Perhaps simplifying this
evaluation process could, in turn, make the design of these
agents more accessible and cause more agents to be designed
for proficiently negotiating with people. Thus the impor-
tance of our novel research, which suggests using PDAs as
an unbiased mechanism for evaluating automated negotia-
tors, which can reflect on the behavior of people, as well
as allowing fine-tuning and improving the strategy of the
automated negotiators.

The rest of this paper is organized as follows. In Section 2
we review related work in the field of automated negotiators’
evaluation. We continue and describe the problem domain
in Section 3. In Section 4 we present the experiments we
conducted, our methodology and our evaluation results. Fi-
nally, we provide a summary and discuss the results.

2. RELATED WORK

Important differences exist between designing an automated
agent that can successfully negotiate with a human coun-
terpart and designing an automated agent to negotiate with
other automated agents. As this paper does not focus on the
design of such automated agents, we will not survey related
work on this topic. A more detailed review on the design of
automated agents capable of negotiating with people can be
found, for example, in [13].

A straightforward approach for evaluating or designing EDNs
that should negotiate with people could have been using
equilibrium agents. However, results from social sciences
suggest that people do not follow equilibrium strategies [3,
15]. Moreover, when playing with humans, the theoretical
equilibrium strategy is not necessarily the optimal strategy
[26]. In this respect, equilibrium based automated agents
that play with people must incorporate heuristics to allow
for “unknown” deviations in the behavior of the other party.
For example, Kraus et al. [10] report on the design of a
perfect equilibrium agent and experiments conducted with
people. They observed that the human players do not neces-
sarily follow equilibrium strategies and thus their automated
agent performed poorly. Only after adding heuristics and
argumentation tailored to their specific settings were they

able to achieve effective negotiation by their agent. Hence,
it is apparent that matching automated negotiators with
other automated agents following equilibrium or other game
theory paradigms cannot reflect on the proficiency of the
negotiators when negotiating with people. Even when not
following equilibrium strategy, automated negotiators might
not be suitable for evaluation purposes. For example, Hin-
driks and Tykhonov [7] showed the limitation of automated
negotiators and the deterioration in their performance when
deployed in domains other than the ones the designers had
initially created them for.

Thus, in order to replace people in the evaluation loop, to
date, one cannot rely on specific automated agents. Instead
we examine the use of peer designed agent as a type of strat-
egy method. Similarly to developing agents, using the strat-
egy method requires subjects to specify their choices for all
information sets of the game and not only the ones that oc-
cur during the course of a play of a game [16, 21, 22]. Despite
the similarity, asking subjects to design and program agents
is different from the strategy method. Developing agents re-
quires subjects to implement much more complex strategies
like using heuristics and learning algorithms potentially to
make decisions in situations not originally considered. The
use of PDAs has been extensively studied within the con-
text of the Trading Agent Competition for Supply Chain
Management (TAC SCM) [23]. In TAC one needs to de-
sign a trading agent that participates in auctions for certain
good. The use of PDA’s within this domain demonstrates
the benefits of a large set of PDAs for evaluation purposes of
EDNs. Yet, in this context, both the PDAs and the EDNs
were used for interacting with other computer agents, and
not for interaction with people.

Grosz et al. [6] experimented with people designing agents
for a game called Colored Trails. They observed that when
people design agents, they do not always follow equilibrium
strategies. Moreover, in their analysis they showed that
people demonstrated more helpfulness, which led to higher
scores, than their designed agents. Chalamish et al. [2] re-
port on large-scale experiments in which people programmed
agents which were shown to successfully capture their strat-
egy in a set of simple games. They conclude that peer de-
signed agents can be used instead of people in some cases.
In another settings, Rosenfeld and Kraus [20] report on ex-
periments done with PDAs designed for optimization prob-
lems. Based on the experiments they conclude that theories
of bounded rationality can be used to better simulate peo-
ple’s behavior. However, the settings of Chalamish et al. [2]
were relatively simple, while our settings have richer strat-
egy space and are much more complicated. Hence, it is not
straightforward that PDAs can be used to simulate people’s
behavior and thus replace them for evaluation purposes.

3. PROBLEM DESCRIPTION

We consider the problem of evaluating the proficiency of
EDNs designed to negotiate with people. We consider a
general environment of bilateral negotiation in which two
agents, either automated negotiators or people, negotiate
to reach an agreement on conflicting issues. We consider
two distinct bilateral negotiation environments. The first
involves a day-to-day scenario in which the parties negotiate
to reach an agreement on conflicting goals, while the second



involves playing a game. We describe both environments
below.

The first negotiation environment involved a multi-attribute
multi-issues negotiation settings (see Figure 1). In this envi-
ronment, the negotiation can end either when (a) the nego-
tiators reach a full agreement, (b) one of the agents opts out,
thus forcing the termination of the negotiation with an opt-
out outcome (OPT), or (c) a predefined deadline is reached,
whereby, if a partial agreement is reached it is implemented
or, if no agreement is reached, a status quo outcome (SQ)
is implemented. It is assumed that the agents can take ac-
tions during the negotiation process until it terminates. Let
Time denote the set of time periods in the negotiation, that
is Time = {0,1,...,dl}. Time also has an impact on the
agents’ utilities. Each agent is assigned a time cost which
influences its utility as time passes. In each period ¢t € Time
of the negotiation, if the negotiation has not terminated ear-
lier, each agent can propose a possible agreement, and the
other agent can either accept the offer, reject it or opt out.
Each agent can either propose an agreement which consists
of all the issues in the negotiation, or a partial agreement.
We use an extension of the model of alternating offers [18,
p. 118-121], in which each agent can perform up to M > 0
interactions with its counterpart in each time period.
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Figure 1:
screen.

Bilateral Negotiation: Generating offers

In order to make the settings more realistic, it also involved
incomplete information concerning the opponent’s prefer-
ences. We assume that there is a finite set of agent types.
These types are associated with different additive utility
functions (e.g., one type might have a long term orientation
regarding the final agreement, while the other type might
have a more constrained orientation). Each agent is given
its exact utility function. The negotiators are aware of the
set of possible types of the opponent. However, the exact
utility function of the rival is private information.

We developed a simulation environment which is adapt-
able such that any scenario and utility function, expressed
as multi-issue attributes, can be used, with no additional

changes in the configuration of the interface of the sim-
ulations or the automated agent. The agents (PDAs or
EDNSs) can play either role in the negotiation, while the hu-
man counterpart accesses the negotiation interface via a web
address. The negotiation itself is conducted using a semi-
formal language. Each agent constructs an offer by choosing
the different values constituting the offers. Then, the offer
is constructed and sent in plain English to its counterpart.

In this environment we experimented with two state-of-the-
art automated negotiators, KBAgent and QOAgent which
were shown by Oshrat et al. [19] and Lin et al. [14] to ne-
gotiate proficiently with people. Both agents are domain in-
dependent and apply non-classical decision making method,
rather than focusing on maximizing the expected utility.
They also apply different learning mechanism to determine
the type of their counterpart. Both agents were shown to
reach more agreements and played more effectively than
their human counterparts, when the effectiveness is mea-
sured by the score of the individual utility. Since they were
shown to be proficient negotiators with people they can serve
as our baseline for evaluating the PDAs as a strategy method
for replacing people in the evaluation loop.

The second negotiation environment involved playing the
Colored Trails (CT) game [6] which is a game played on a
nxm board of colored squares. Players are issued colored
chips and are required to move from their initial square to
a designated goal square. To move to an adjacent square, a
player must turn in a chip of the same color as the square.
Players must negotiate with each other to obtain chips needed
to reach the goal square (see Figure 2). 100 points are given
for reaching the goal square and 10 points bonus are given
for each chip left for each agent at the end of the game. If the
player did not reach the goal, 15 points penalty are given for
each square from its final position to the goal square. Note
that in this game, the performance of the agent does not
depend on the outcome of the other player. Agreements are
not enforceable, allowing players to promise chips but not
transferring them. In addition, each player can see the entire
game board.

The simulation environment we used in this setting is adapt-
able such that different variations of the game can be set.
The size of the board, number and color of total chips and
chips given to each player can be changed. The automated
agents can play both sides in the game, while the human
counterpart accesses the game via a web address. The game
itself is split into turns, where each turn is divided to a nego-
tiation phase, a commitment phase and a movement phase.
In the negotiation phase the players can request or promise
to send chips. Then, in the commitment phase, the players
can send the actual chips or withdraw from the agreement.
This might result in one agent sending the promised chips
in return to be given other chips, while the other agent fails
to deliver. In the movement phase, the players can choose
to move to adjacent squares, given they have the required
colored chips. The game terminates when either side reaches
the goal square or if no player has moved in three consecutive
turns.

An EDN was used in this environment. The agent, which is
called PURB, is Personality traits, Utility and Rules Based,
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Figure 2: The Colored-Trail game screenshot.

and extends the agent reported by Talman et al. [24] to
allow it to play proficiently with people. Its behavior is
characterized as high reliability and medium generosity. The
agent can change its personality level for cooperation and
reliability and also model these traits of its opponent. A
utility function is used to evaluate each possible action and
proposal and randomization is also used to choose between
different choices.

4. EXPERIMENTS

The experiments were conducted using the simulation envi-
ronments mentioned above. The experiments were designed
to answer two fundamental questions: (a) whether the be-
havior of EDNs against PDAs can reflect on their behavior
against people?, and (b) whether PDAs can be used to com-
pare the behavior of different EDNs instead of people? We
begin by describing the environments which were used in
the different experiments and then continue to describe the
experimental methodology and results.

4.1 The Negotiation Environments

For the bilateral negotiation environment two domains were
used, which were described by Lin et al. [14]. The first do-
main is a Job Candidate domain, which is related to the
subjects’ experience, and thus they could better identify
with it. In this domain, a negotiation takes place after a
successful job interview between an employer and a job can-
didate. In the negotiation both the employer and the job
candidate wish to formalize the hiring terms and conditions
of the applicant. In this scenario, 5 different attributes are
negotiable with a total of 1,296 possible agreements that
exist. The second domain involved reaching an agreement
between England and Zimbabwe evolving from the World
Health Organization’s Framework Convention on Tobacco
Control, the world’s first public health treaty. The princi-
pal goal of the convention is “to protect present and future

generations from the devastating health, social, environmen-
tal and economic consequences of tobacco consumption and
exposure to tobacco smoke”. In this domain, 4 different at-
tributes are under negotiation, resulting with a total of 576
possible agreements.

In both domains if an agreement is not reached by the end of
the allocated time a status quo agreement is implemented.
In addition, time also has an impact and the sides might lose
or gain as time progresses. In the Job candidate domain
both sides lose as time progresses, while in the England-
Zimbabwe domain, England gains while Zimbabwe loses as
time progresses. Also, each side can choose to opt out of
the negotiation at any time. As there is also incomplete in-
formation in each domain, we assume that there are three
possible types of agents for each role. These types are asso-
ciated with different additive utility functions. The different
types are characterized as ones with short-term orientation
regarding the final agreement, long-term and a compromis-
ing orientation.

For the CT game environment, two types of games were
used: (a) asymmetric and (b) symmetric. In each game the
same 7x5 board was used. Each game differed by the ability
of each player to reach the goal square with or without the
assistance of the other player. The asymmetric game was
characterized by one of the player having 15 chips and being
dependant of the other player and needed to exchange chips
in order to reach the goal square, while the other player had
24 chips and was independent of its counterpart, and thus
could reach the goal square without doing any exchange.
The symmetric game, on the other hand, was characterized
by the two players having 24 chips and being dependent and
needing each other’s chips to reach the goal square.

4.2 Experimental Methodology

We ran an extensive set of simulations, consisting of more
than 300 human negotiators and more than 50 PDAs. The
human negotiators were mostly computer science undergrad-
uate and graduate students, while a few were former stu-
dents who are currently working in the Hi-Tech industry.
Each subject served only one specific role in the negotia-
tions (e.g., in the bilateral negotiations either the employer
role or the job candidate one, and in the CT game environ-
ment either the dependent player or the independent player).
Prior to the experiments, the subjects were given oral in-
structions regarding the experiment and the domain. The
subjects were instructed to play based on their score func-
tions and to achieve the best possible agreement for them.
The score function was private information and unknown for
the other side.

The PDAs were automated negotiators designed by people.
The students were given a task to implement an efficient
automated agent for a given negotiation environment (dif-
ferent students designed PDAs for the different negotiation
environments). The implementation was done in the same
simulation environment as the negotiation itself. The stu-
dents were provided skeleton classes, having all the necessary
server-communication functionality, to help them implement
their agents. This also allowed them to focus on the strat-
egy and the behavior of the agent, and eliminate the need to
implement the communication protocol or the negotiation



protocol. In addition, it provided them with a simulation
environment in which they could test their agents and their
strategies. The students were able to first negotiate or play
the CT game before submitting their PDAs.

4.3 Experimental Results

The main goal of the experiments was to analyze whether
the strategy method of PDAs can be used to replace people
in the evaluation process of EDNs designed to negotiate pro-
ficiently with people. In addition, we wanted to find whether
this method can also be used to evaluate and compare dif-
ferent automated negotiators and obtain from it which will
be a more proficient negotiator with people.

4.3.1 Evaluating EDNs when Matched with PDAs

versus when Matched with People

We start by examining the final outcomes in each experimen-
tal setting. Table 1 summarizes the final utilities achieved
by each side in each experiment for the Job candidate and
England-Zimbabwe domains, while Table 2 summarizes the
final utilities in the CT game environment. All results are
statistically significant within the p < 0.05 range. The first
question we address relates to the evaluation of the perfor-
mance of EDNs and people and whether one can take people
out of this evaluation loop. More precisely, if we wish to
compare between the behavior of people and EDNs, can we
gather results of PDAs-EDNs negotiation and then PDAs-
PDAs negotiations instead of gathering results of people-
people negotiations and then people-EDN negotiations (as
had been done, for example, in [14, 19])7

When the KBAgent was matched with PDAs it was able to
achieve higher utility values than the average of the PDAs
matched against themselves (lines (1),(2) in Table 1). This
is also consistent with the KBAgent’s achievements when
matched with people (lines (3),(4) in Table 1). Similarly,
when the QOAgent negotiates with PDAs it was able to
achieve higher utility values than the average of the PDAs
when matched against themselves (lines (2),(5) in Table 1).
Again, this was consistent with the QOAgent’s achievements
when matched with people (lines (4),(6) in Table 1). A sim-
ilar phenomenon was observed in the CT game. When the
PURB agent played in the symmetric settings and in the
asymmetric game as the independent role, the final utilities
achieved by the EDN were higher than the average utili-
ties of the PDAs. When it played the dependent role in the
asymmetric game, its final utility was lower than the average
utility of the PDAs (lines (1),(2) in Table 2). The same re-
lation is revealed when comparing the PURB’s utility when
playing with people and the average utilities of people play-
ing with one another (lines (3),(4) in Table 2).

It is also interesting to see whether the performance of two
EDNs (the KBAgent and the QOAgent) when matched with
PDASs can be used as a prediction of whom will perform bet-
ter when matched with people. The KBAgent was shown to
perform better when matched with people than the QOA-
gent (lines (3),(6) in Table 1). In three out of the four
sides in the two domains, this is also reflected when they
are matched with the PDAs, with the KBAgent achieving
higher utility scores than the QOAgent (lines (1),(5) in Ta-
ble 1). To summarize, the experimental results indeed show

Job Can. Eng-Zim

Domain Domain
Uemployer Ujob can Ueng Uzim
(1) KBAgent vs. PDAs 437.7 415.8  720.0 -14.5
(2) PDAs vs. PDAs 368.2 355.1  251.8 -83.7
(3) KBAgent vs. People 472.8 482.7  620.5 181.8
(4) People vs. People 423.8 3289 3144 -160.0
(5) QOAgent vs. PDAs 466.1 396.8 663.4 -36.5
(6) QOAgent vs. People 417.4 397.8 3849 353

Table 1: Final utility results in the bilateral negoti-
ation environment.

Asymmetric Symmetric
game game
Uindependent  Udependent Udependent
(1) PURB vs. PDAs 180.53 35.00 131.36
(2) PDAs vs. PDAs 178.38 45.25 111.48
(3) PURB vs. People 187.08 81.94 157.83
(4) People vs. People 181.45 97.26 130.67

Table 2: Final utility results in the CT game envi-
ronment.

that using PDAs can help in the evaluation process of EDNs
designed to negotiate proficiently with people. The results
support the hypothesis that the final utility values can serve
as a good indication for evaluating the proficiency of the
automated negotiator. Moreover, they can also be used to
compare between different EDNs and reflect on their profi-
ciency when matched with people.

We also observed similarity in the measure of generosity
the EDNs exhibited towards their negotiation partners. We
say that the agent is generous if it proposes an offer which
utility is higher than the previous offer it proposed for the
other side, regardless of its value for the proposing agents.
Similarly, we say that an agent is selfish if it proposes an
offer which increases its own utility while decreasing the
other side’s utility, as compared to the previous proposal.
When comparing the generosity and selfishness rates of the
KBAgent and the QOAgent we found a correlation in the
rates when they were matched with PDAs, as compared to
when they were matched with people (generosity (selfish-
ness) rates of 88% (5.9%) for the KBAgent as compared to
85% (11.3%) of the QOAgent when matched with people and
88% (5.56%) as compared to 71% (22.83%) when matched
with PDAs).

4.3.2 Evaluating the Performance and Behavior of

People versus PDAs
PDAs behave differently than people (e.g., [6, 20]), yet our
experiments indicated that playing against PDAs can reflect
on the results when the EDNs are matched with people. To
bolster our confidence from these results we examined the
pattern of behavior demonstrated people and with PDAs
when matched with the EDNs. Due to space limitation we
only present the results on one of the domains and nego-
tiation’s sides, the results are similar in the other domains
and sides. Figure 3 compares the final utilities achieved by



PDAs and people when matched with the EDNs in the job
candidate domain when playing the role of the employer,
while Figure 4 compares the times in which the negotiations
terminated. Note, that we compare between the behavior
of people and PDAs and not the EDNs behavior. The re-
sults demonstrate the similarity between people and PDAs
when matched with EDNs. For example, in Figure 3 we can
observe that PDAs achieve somewhat higher utilities when
matched with the QOAgent as compared to the KBAgent.
The same trend is then observed when people are matched
with both agents.
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Figure 3: Comparing the final utility results of peo-
ple and PDAs when matched with the EDNs.

PDAs vs. EDN People vs. EDN
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Figure 4: Comparing end turns of EDNs’ negotia-
tions when matched with people and PDAs.

5.  CONCLUSIONS

The importance of designing proficient automated negotia-
tors to negotiate with people and evaluating them cannot
be overstated. Yet, evaluating agents against people is a
tiresome task, due to the cost and time required. In this pa-
per we presented an extensive systematic experimentation to
answer the question whether people can be kept out of the
evaluation loop when evaluating automated negotiators de-
signed specifically to negotiate proficiently with people. To
do so, we evaluated several negotiation behavioral parame-
ters in an extensive set of experiments with people and with
peer designed agents. In the bottom line, our results reveal
that playing well against peer designed agents can reflect on
the proficiency of the automated negotiator when matched
with people. Moreover, we showed that while PDAs results
with different negotiation outcomes than people, there is a
common behavioral pattern when they are both matched
with EDNs.

There are fundamental benefits of using PDAs instead of
people. First, PDAs are accessible 24/7 and can be used
whenever needed. In addition, PDAs are not biased and
thus can be used several times to asses the EDN’s behavior.
Thus, they allow the agent designer to revised and change
her agent with the ability to evaluate each design and com-
pare it to previous designs. Lastly, it allows different EDNs
to be matched on the same set of PDAs and obtain an ob-
jective evaluation of the results.

While people cannot be kept completely out of the evalua-
tion loop, we demonstrated the promise embodied in peer
designed agents for evaluation purposes of automated ne-
gotiators. Thus, evaluating on peer designed agents could
and should serve as a first extensive attempt to validate the
agent’s proficiency and strategy design before continuing on
to evaluation with people.

As noted, people behave differently than PDAs. Future work
warrants careful investigation on the differences between the
behavior of PDAs and people. This investigation might al-
low for a better understanding of people and the better de-
sign of automated agents specifically designed to negotiate
with people.
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