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Abstract—As more and more cars are equipped with GPS  We build on the notion ofGossip Networksintroduced
and Wi-Fi transmitters, it becomes easier to design systems py Shavitt and Shay [2], in which the agents can obtain
that will allow cars to interact autonomously with each other, road congestion information by gossiping with peer agents

e.g., regarding traffic on the roads. Indeed, car manufacturers - L L . .
are already equipping their cars with such devices. Though using ad-hoc communication. We first investigate the attraction

currently these systems are a proprietary, we envision a natural Qf bei_ng a selffish agent in_VehiCU|ar networks. That is, we
evolution where agent applications will be developed for vehicular investigate the benefits achieved by car owners, who tamper
systems, e.g., to improve car routing in dense urban areas. with on-board devices and incorporate their own self-interested

Nonetheless, this new technology and agent applications may leadyqents in them, which act for their benefit by exchanging false
to the emergence of self-interested car owners, who will care data with other, agents

more about their own welfare than the social welfare of their ) . . .
peers. These car owners will try to manipulate their agents such ~ We recognize two typical behaviors that the self-interested
that they transmit false data to their peers. Using a simulation agents could embark upon, in the context of vehicular net-
environment, which models a real transportation network in a works. In the first, described in Section 1V, the objective of
large city, we demonstrate the benefits achieved by seh‘-interestedthe self-interested agents is to maximize their own utility.
agents if no counter-measures are implemented. We then proceed d by thei . durai This sit t',
to describe mechanisms for minimizing the effect of the malicious expressed by e_'r avera_lge journey duration. 1S _S' u_a 1on
agents on other agents in the network. can be modeled in real life by car owners, whose aim is to
reach their destination as fast as possible, and who would
like to have their route free of other cars. To this end the
self-interested agents would let their agents cheat the other
agents, by injecting false information into the network. This
. INTRODUCTION is achieved by reporting heavy traffic values for the roads on
their route to other agents in the network in the hope of making
{Hg other agents believe that the route is jammed, and causing

Index Terms—agent-based deployed applications, intelligent
agents, peer to peer networks, transportation networks.

S technology advances, more and more cars are be
equipped with devices, which enable them to act m to choose a different wa
autonomous agents. An important advancement in this respe Y.

is the introduction of ad-hoc communication networks (Su%oc?;eze?mihteyp;gintt):rheas\:leo(;, :e’:z?egb!zcﬁf:t'%n S;,ulsse
as Wi-Fi), which enable the exchange of information betweey; oy 9 jecti )
. . . isorder in the network, more than they are interested in
cars, e.g., for locating road congestions [1] and optimal routes ~. " . . . L .
X . ; maximizing their own utility. This kind of behavior could be

[2] or improving traffic safety [3].

Agent technolo which allows cars to interact augenerated, for example, by vandals or terrorists, who aim to
g 9y, cause as much mayhem in the network as possible.

tonomously, is becoming recognized by car manufactures as 3We note that the introduction of self-interested agents into

important aspect in deploying future intelligent cars ([4], [5]). .
For example, GM [4] develops vehicles with a “sixth sens the network, would most probably motivate other agents to

that, through Vehicular-to-Vehicular (V2V) communicationeiry.a'?d Qetgct these agents N order to minimize their effect.
This is similar, though in a different context, to the problem

allows vehicles to detect movement of other vehicles ari1n roduced by Lamporet al. [7] as theByzantine Generals

use this technology to provide more safety for the drIVe|5roblem However, the mechanism introduced in [7] and a long

The US Department of Transporta}tlp'n 1S also promgtnmle of consequent works that deal with self-interested agents
the Vehicle Infrastructure Integration initiative (VII) [6], with : . : _
are costly and time consuming. In this paper we focus mainly

the vision that every car manufactured in the U.S. will be . . .
. . o : .. on the attractiveness of selfish behavior by these agents,
equipped with a communication device and a GPS unit fh

o) ; L . S
that data can be exchanged via a nationwide, instrumen eaugh we also provide some insights into the possibility of

= . cf ecting self-interested agents and minimizing their effect on
roadway system. In addition, “vehicles could serve as da .
other agents in the network.

collectors and anonymously transmit traffic and road condition : : .
Because of the complexity of mathematically analyzing

mformat,!on from every major road within the tranSportatlor('jynamic networks, to demonstrate the benefits achieved by
network” [6]. : . . .
self-interested agents, we have used a simulation environment,
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Sections 1V, V, and VI for the description of the differenfrom reliable referral chains. After a bad experience with an-
behaviors). The simulation environment is further describedher agent every agent decreases the rating of the ‘bad’ agent
in Section Ill. Our simulations provide insights to the benefitand propagates this bad experience throughout the network so
of self-interested agents that cheat. Our findings can motivaiiat other agents can update their ratings accordingly. This
future research in this field in order to minimize the effect adipproach could be implemented in our domain to allow the
selfish-agents. Finally, in Section VI we describe mechanisragents, by gossiping with their peer agents, to identify self-
for minimizing the effect of the malicious agents on otheinterested agents and thus minimize their effect. However, the
agents in the network. In Section VII we show the results @hplementation of such a mechanism is an expensive addition
malicious agents forming coalitions to overcome the protectido the infrastructure of autonomous agents in transportation

mechanisms implemented by gossip agents. networks, mainly due to the dynamic nature of the list of
We begin by reviewing related work in the field of selfneighbors in such networks.
interested agents and V2V communications. Leckieet al. [16] study when to share information between

the agents in the network. Their domain involves monitoring
distributed sensors. Each agent monitors a subset of the sensors
and evaluates a hypothesis based on the local measurements
In their seminal paper, Lampaet al.[7] describe théByzan- of its sensors. If the agent believes that a hypothesis is likely
tine Generals problemin which processors need to handlée exchanges this information with the other agents. In their
malfunctioning components that give conflicting informatiomlomain, the goal of all the agents is to reach a global consensus
to different parts of the system. They also present a modeldbout the likelihood of the hypothesis. In our domain, however,
which not all agents are connected, and thus an agent is agtthe agents constantly move, they have many samples, which
able to send a message to all the other agents. [xlak[12] they exchange with each other. Also, the data is dynamic (e.g.,
has built on this problem and has analyzed the number @froad might be reported as jammed, but a few minutes later
faulty agents that can be tolerated in order to eventually rea¢ltould be free), thus making it harder to decide whether to
the right conclusion about true data. Similar work is present@dist the agent, who sent the data. Moreover, the agent might
by Minsky et al. [13], who discuss techniques for constructingie only about a subset of its samples, thus making it even
gossip protocols that are resilient to up #analicious host harder to detect his cheating.
failures. As opposed to the above works, our work focusesSome work has been done in the context of gossip networks
on vehicular networks, in which agents constantly roam thg transportation networks regarding the spreading of data
network and exchange data. Also, the domain of transportatiand its dissemination. Dattat al. [17] focus on informa-
networks introduces dynamic data, as the load of the roadsits dissemination in mobile ad-hoc networks (MANET).
subject to change. In addition, transportation networks systeffisey propose an autonomous gossiping algorithm for an
include a feedback mechanism, since the load of the roddfastructure-less mobile ad-hoc networking environment.
depends on the reports and the movement of the ageTiksir autonomous gossiping algorithm uses a greedy mech-
themselves. anism to spread data items in the network. The data items
Malkhi et al.[14] present a gossip algorithm for propagatingre spread to immediate neighbors that are interested in
information in a network of processes, in the presence thfe information, and avoid ones that are not interested. The
malicious parties. Their algorithm prevents the spreading décision which node is interested in the information is made
spurious gossip and diffuses genuine data. This is doneby the data item itself, using heuristics. However, their work
time, which is logarithmic in the number of processes argbncentrates on the movement of the data itself, and not on
linear in the number of corrupt parties. Nevertheless, thalte agents who propagate the data. This is different from
work assumes that the network is static and also that the agemis scenario in which each agent maintains the data it has
are static (they discuss a network of processes). This is mgithered, while it roams the road and is responsible (and has
true for transportation networks. Transportation networks, ltiye capabilities) for spreading the data to other agents in the
nature, are dynamic. The agents constantly move and the dsgéwork.
changes over time. For example, in our model, agents mightDas et al. [18] propose a cooperative strategy for con-
gossip about a heavy traffic load on a specific road, whichtisnt delivery in vehicular networks. In their domain, peers
currently jammed. Nonetheless, this information might be falglwnload a file from a mesh and exchange parts of the file
several minutes later, leaving the agents to speculate whethetong themselves. We, on the other hand, are interested in
the spreading agents are indeed malicious. In addition, as tlehicular networks in which there is no rule forcing the agents
agents are constantly moving, each agent cannot choose witltooperate.
whom it interacts and exchanges data. Shibataet al. [19] propose a method for cars to coop-
In the context of analyzing the data and its correctnessatively and autonomously collect traffic jam statistics to
researchers have focused on distributed reputation systemgsiimate the arrival time to destinations of each car. The
on mechanisms to decide whether to share data. Yu and Simgmmunication is based on IEEE 802.11, without having to
[15] built a social network of agents’ reputations. In theidtilize a fixed infrastructure on the ground. While we use
network every agent keeps a list of its neighbors, which can tiee same domain, we focus on a different problem. Shibata
changed over time, and computes the trustworthiness of otle¢ral. [19] mainly focus on efficiently broadcasting the data
agents by updating the current values of testimonies obtairnestween agents (e.g., avoid duplicates and communication
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overhead), while we focus on the case where agents are agént between the origin vertex and the destination vertex.
cooperative by nature, and on how selfish agents affect otige assume that there is always a path between a source
agents and the network load. and a destination. Aourney lengthis defined as the sum of
Kraus et al. [11] describe a simulation tool which suppor@ll weights of the edges constituting it. Every agent aims to
the use of gossiping between individual cars to support th@nimize its journey length.
different behavior of each car. In their model, they assume thatAt a given time, an agent may have inaccurate information
drivers learn the expected congestion on the roads and sabeut the weights and no information on how the weights may
of them have a gossiping system that help them learn ababange over time. We assume that an agent, which travels
congestion on distant roads. They study the information profpem vertexv; € V to vs € V, will search for the shortest
agation speed in an urban network and quantify its advantgupth between these two vertices, based on its current available
to drivers on the road. While we use the same simulation toaiformation, and will move accordingly. Once, its information
we focus on a different problem and investigate the effects albout the network has been updated, it will randomly decide
self-interested and malicious agents on the other drivers in thbether to recalculate the shortest path or to keep on moving
network. and follow its current route. If there is more than one path
Wang et al. [20] also assert that individual agents ar¢hat is associated with the shortest distance, one of them will
likely to act selfishly in the context of wireless networksbe chosen randomly.
They design a protocol for communication in networks in Initially, agents are ignorant about the state of the roads.
which all agents are selfish. Their protocol motivates eveligegular agentsare only capable of gathering information
agent to maximize its profit only when it behaves truthfullabout the roads as they traverse them. However, we assume
(anincentive compatibilitymnechanism). However, the domainthat some agents have means of inter-vehicle communication
of wireless networks is quite different from the domain ofe.g., IEEE 802.11) with a given communication range, which
transportation networks. In the wireless network, a wirelesnables them to communicate with other agents with the same
terminal is required to contribute its local resources to transngigvice. Those agents are referred t@assip agentsSince the
data. Thus, Wanget al. [20] use a payment mechanismcommunication range is limited, the exchange of information
which attaches costs to terminals when transmitting data, am&lng gossiping is done in one of two ways: (a) between
thus enables them to maximize their utility when transmittingossip agents passing one another, or (b) between gossip
data, instead of acting selfishly. Disparately, in the conteagents located at the same junction. We assume that each agent
of transportation networks, constructing such a mechanigtores the most recent information it has received or gathered
is not quite a straightforward task, as self-interested ageat®und the edges in the network. Note that we assume a limited
and regular gossip agents might incur the same cost wheymmunication range. This assumption can be extended to
transmitting data. The difference between the two types aflow a broader communication range. However, such an
agents only exists regarding the credibility of the data thextension would also raise other issues of complexity (e.g.,
exchange. maintaining a larger set of information), applicability (e.g.,
In the next section, we will describe our transportationow much would the data gathered at timeon a given
network model and gossiping between the agents. We wjilihction be relevant for another agent that would not arrive

also describe the types of agents in our system. at the said junction within the near future) and other issues.
In addition, this could create a similar effect as the results of
1. M ODEL AND SIMULATIONS increasing the percentage of gossiping agents. However, as we

In our simulations we wanted to model a scenario in Whicﬁj]iscuss in the next subsection, our simulations were conducted
drivers roam the city, with the objective of traveling fromWhen the percentage of gossip agents was shown to be most

one point to another, and observe what happens when s8mcient. Thus, in this paper we only investigate the limited

interested drivers are also present. To this end, we devi%:mubn'c?t'??hmwel'_ ¢ Ifoint ted and ,
different scenarios and settings. We first describe our trans’ subset oT the gossip agents are sell-interested and manip-

portation network model, and then we depict the simulation ate the dev!ces for their own bene_ﬁt. we W'!I r_efer o th_ese
designs agents aself-interested agent# detailed description of their

behavior is given in Sections IV and V.

A. The Transportation Network Model . . .
b B. Simulation Design

Following Shavitt and Shay [2] and Parshani ([11], [21]), - . . .
the t afi work i ted by a directed {puilding on [11] and [21], the network in our S|_mulqt|dns
GFVr;r)]S\?v%re?;Xgnisn?h;vz;t :)Sf \r/i?trii:r;:pre s):er?tingejﬁrs cti gr]ir%pllcates a large city center, and consists of 50 junctions and
and E is the set of edges, representing roads. An edgelZ 150 main roads. Each simulation consists of 6 iterations. The

is associated with a weight > 0, which specifies the time basic time unit of the iteration is a step, which is equivalent

it takes to traverse the road associated with that edge. 'Itﬂeabom ?OTf]econds. Each |:)erat|(]3n 5|mulate_s Sli(h hourr? t?]f
roads’ weights vary in time according to the network (traffic ovement. The averagé numboer ot cars passing throug €

load. Each car, which is associated with an autonomous ag tlwork during the iteration is about 70,000 and the average

?S giV‘?” a pair of origin and des.tinaﬁon vertices.j@urney 1see http://www.cs.biu.acWlinraz/vehicularAgents.htm for the simulation
is defined as the (not necessarily simple) path taken by @bl



number of cars in the network at a specific time unit is abodt Modeling the Self-Interested Agents’ Behavior

3,500 cars. In each iteration the same agents are used, Suayhjle the gossip agents gather data and send it to other

that each agent has the same origin and destination point%ﬂ"éntsi the self-interested agents’ behavior is modeled as
the different iterations, whereas the data collected in earligfjiows:

iterations is preserved for future iterations (referred to as the
history of the agent). This allows us to simulate a somewhat
daily routine in the transportation network (e.g., a working
week).

Each of the experiments that we describe below was run
with 5 different traffic scenarios. Each of these traffic scenarios b) For all roads on the agents route, which the agent
differed from one another by the initial load of the roads and has not yet traversed, send a ran,dom high weight
the designated routes of the agents (cars) in the network. Five ’ ' ) )
simulations were run for each scenario, thereby creating a tdg@sically, the self-interested agent acts in the same manner
of 25 simulations for each experiment. as the gossip agent. It collects data regarding the weight of

Parshanét al. ([21], [11]) showed that the information prop-the roads (either by traversing the roadl or by getting the data
om other agents) and sends the data it has collected to other

agation in the network is very efficient when the percenta & , )
ents. However, the self-interested agent acts differently when

of gossiping agents is 10% or more. Yet, due to congesti : ; . } . .
caused by too many cars rushing to what was reported as 8 road is on its route. Since the agent’s goal is to reach its
?Sstination as fast as possible, the agent will falsely report

less congested part of the network, 20-30% of gossiping age I th q i heavil d. This i
led to the most efficient routing results in their experiment&hat all the roads on its route are heavily congested. This s

Consequently, in our study, we focus only on simulations iR order to freg the path fqr itse!f, by .makin'g other agents
which the percentage of gossip agents is 20%. recalculate their paths, this time without including roads on the

The simulations were done with different percentages 8?If-|nterested agent’s route. To this end, for all the roads in its

. : : . route, which the agent has not yet passed, the agent generates
self-interested agents. Each simulation was run with changes . S .
. . . random weight, which is above the average weight of the
in the set of gossip agents, and the set of self-interested agents., . . ) .
. o . roads in the network. It then associates these new weights with

In order to attain a similar ordinal scale, the results were n

malized. The normalized values were calculated by com ar?nh-e roads on its route and sends them to the other agents.
' y P gThough an agent can also divert cars from its route by

each agent’s results to its results when the same scenario W3S

. i . ely reporting congested roads parallel to its route as free,
run W'th ho se_lf-mterested agents. This was done for all of tr’fﬁis behavior is not very likely since other agents, attempting
iterations. Using the normalized values enabled us to obse%e

h bett h t Id ; e use the roads, will find the mistake within a short time and
ow worse (or better) each agent would perform compare spread the true situation of the road. On the other hand, if an

the basic setting. For example, if the journey length ofacertai‘aent manages to persuade other agents not to use a road, it

1) Calculate the shortest path from origin to destination.
2) Communicate the following data to other agents:

a) If the road isnoton the agent’s route - send the true
data about it (e.g., data about roads it has received
from other agents).

agent in iteration 1 with no self-interested agent was 50, an | be harder for them to detect that the said roads are not
the length was 60 in the same scenario and iteration in Whiﬁongested

self-interested agents were involved, then the normalized va U8 "~ ddition. in order to avoid being influenced by their own

for that agent would have bedtd/50 = 1.2. We refer to a lies and other lies spread throughout the network, all self-

change oft3% in the normalized value as a small effect O%hterested agents will ignore data received about roads with

Lhﬁiggent while higher changes are considered to have IaF%%W traffic (note that data about roads that are not congested

will not be ignoredj.

The simulations were all done at the system level. In o next subsection we describe the simulation results,
particular, we did not model the MAC performance and S'gnﬁ’lvolving the self-interested agents

propagation. The simulator with documentation is available at
http://www.cs.biu.ac.ittlinraz/vehicularAgents.htm. ) .
Further details of the simulations are presented in Sectiohis Simulation Results
IV and V. We ran several experiments in order to test the benefits of
self-interested agents cheating. In the first set of experiments,
we created a scenario, in which a small group of self-interested
IV. SPREADING LIES, MAXIMIZING UTILITY agents spread lies about the same route, and tested its effect

on the journey length of all the agents in the network. In

In the first set of experiments we investigated the benefE?der to try and maximize the effect of the lies on agents
achieved by self-interested agents, whose aim was to minim §\/eling that route, we selected several cars, which had the
their own journey length. The self-interested agents adopte e origin and destination, to server as the self-interested
cheating approach, whereby they sent false data to their pe%bsents. In this simulation, we selected only 6 agents to be

In this section we first describe the simulations with the
self-interested agents. Then, we model the scenario as a gam other simulations we have run, in which there were several real
with two types of agents, and prove that the equilibrium resmnge_stions in the net\_Nork, we indeed observed that even when_ the roads

. . . . were jammed, the self-interested agents were less affected if they ignored all
can only be achieved when there is no efficient eXChanger orted heavy traffic, since consequently they also discarded all disinforma-

gossiping information in the network. tion roaming the network.



Iteration  Self-Interested  Gossip - Gossip -  Regular lteration  Beneficiary Gossip - Gossip -  Regular

Number  Agents Same Others Agents Number  Agent Same Others Agents
1 1.38 1.27 1.06 1.06 1 1.10 1.05 0.94 1.11
2 0.95 1.56 1.18 1.14 2 1.09 1.14 0.99 1.14
3 1.00 1.86 1.28 1.17 3 1.04 1.19 1.02 1.14
4 1.06 1.93 1.35 1.17 4 1.03 1.26 1.03 1.13
5 1.13 2.00 1.40 1.17 5 1.05 1.32 1.05 1.12
6 1.08 2.02 1.43 1.18 6 0.92 1.39 1.06 1.11
TABLE | TABLE 1l
NORMALIZED JOURNEY LENGTH VALUES BY ITERATION WHEN 6 NORMALIZED JOURNEY LENGTH VALUES BY ITERATION WHEN ONE
SELFINTERESTED AGENTS WITH THE SAME ORIGIN AND DESTINATION, SELFINTERESTED AGENT HAS THE OBJECTIVE TO HELP ANOTHER
SPREAD LIES ABOUT THEIR ROUTE ONE ROAD, ON THE ROUTE OF THESE BENEFICIARY AGENT WITH THE SAME ORIGIN AS ITS

AGENTS, WAS PARTIALLY BLOCKED.

all information about heavy traffic roads. Thus, when the
part of the self-interested agents group, in order to investigatetwork becomes congested, more self-interested cars are
the effect achieved by only a small number of agents. affected, since they might enter jammed roads, which they
In this experiment, 6 different agents were randomly chos@muld otherwise not have entered. This can be seen, for
in each simulation to be part of the self-interested agerdgample, in iterations 4-6, in which the normalized value of the
group, as described above. In addition, one road, on the rogigf-interested agents increases above 1.00. Using the paired
of these agents, was randomly selected to be partially blockedest to compare these values with the values achieved by
letting only one car go through at each time step. About 8,0@kese agents when no lies are used, we reveal that there is no
agents were randomly selected as regular gossip agents, sigdificant difference between the two scenarios.
the other 32,000 agents were designated as regular agents. As opposed to the gossip agents, we observe how little
We analyzed the average journey length of the seléffect the self-interested agents have on the regular agents.
interested agents compared to the average journey lengthrpofcomparison to the gossip agents on the same route that
other regular gossip agents traveling along the same route. ffavel as much as 93% more when self-interested agents are
ble | summarizes the normalized results for the self-interestedroduced, the average journey length for the regular agents
agents, the gossip agents (those having the same origin anty increases by about 15%. This result is even lower than
destination as the self-interested agents, den@edsip - the effect on other gossip agents in the entire network.
Same and all other gossip agents, denotgdssip - Others Since we noticed that self-interested agents do not benefit
and the regular agents, as a function of the iteration numbesy cheating in the first iteration, we devised another set
The results presented in Table | reveal that the first tinef experiments. In the second set of experiments, the self-
(iteration 1) self-interested agents travel the route whilaterested agents have an objective to help another agent,
spreading false data about the roads does not help them (usfeg is supposed to enter the network some time after the
the paired t-test we show that the agents have significandlgif-interested agent has entered. We refer to the latter agent
lower journey lengths in the scenario in which they do nets the beneficiary agent. Similar to a self-interested agent,
spread any lies, with-value < 0.01). This is mainly due to the beneficiary agent also ignores all data regarding heavy
the fact that the lies do not advance ahead of the self-interestextffic. In real-life this can be modeled, for example, by a
agent and reach other cars that are ahead of the self-interesiigsband, who would like to help his wife find a faster route
car on the same route. Thus, spreading the lies in the fitsther destination. Table || summarizes the normalized values
iteration does not help the self-interested agent free the rofde the different agents. As in the first set of experiments,
it is about to travel during the first iteration. 5 simulations were run for each scenario, with a total of
Only when the self-interested agents repeat their journey28 simulations. In each of these simulations one agent was
the next iteration (iteration 2) the disinformation significantlyandomly selected as a self-interested agent, and then another
helps them #-value = 0.04). The reason for this is thatagent, with the same origin as the self-interested agent, was
other gossip agents have received this data and have used iatalomly selected as the beneficiary agent. The other 8,000
recalculate their shortest path, thus avoiding the roads whiahd 32,000 agents were designated as regular gossip agents
are the subject of the disinformation. It is also interesting #nd regular agents, respectively.
note the large value attained by the self-interested agents iWe can see that the higher the number of iterations, the
the first iteration. This is mainly due to several self-interestddwer the normalized value for the beneficiary agent. In this
agents that enter the jammed road. This situation occurs siscenario, as in the previous one, in the first iterations not only
the self-interested agents ignore all heavy traffic data, and thlges the beneficiary agent not avoid the jammed roads, since
ignore the fact that the road is jammed. As they begin ibignores all heavy traffic, it also does not benefit from the
spread lies about this road, more cars shift from this routéss spread by the self-interested agent. This is due to the fact
thus making the road free for future iterations. that the disinformation has not yet been incorporated by other
However, we also recall that the self-interested agents ign@essip agents. Thus, if we compare the average journey length



in the first iteration when lies are spread and when there 1.03
are no lies, the average is significantly lower for the latter 1.025 A
case p-value < 0.03). On the other hand, if we compare 1.02 1
the average journey length in all of the iterations, there is no 1.015 7
significant difference between the two settings. Nonetheless, N 1168;:
in most of the iterations, the average journey length of the =
beneficiary agent is longer than in the case when no lies are % 0.995 /
spread. S 0.99
We can also see the impact on the other agents in the g 0.985 -
system. While the gossip agents, which are not on the route = 098 1
of the beneficiary agent, are virtually not affected by the self- 0.975 1
interested agent, those on the route and the regular agents are 009;2; | !
affected and have higher normalized values. That is, even with 0.96 |
only one self-interested car, we can see that both the gossip 0.955 :
agents that begin the same route (i.e. the same origin and 012 4 8 16
destination points) as the self-interested agents spreading the Self-I nter ested Agents Number
lies, and other regular agents, increase their journey length | X iterationz -8 |leration3 —-—Iteration 4

significantly p-value < 0.015 for the gossip agents and

p-value < 0.002 for the regular agents) by more than 17% on _ _ _
average Fig. 1. Self-interested agents normalized values as a function of the number

. . . . of self-interested agents. Self-interested agents have the objective to minimize
In our third set of experiments we examined a settingeir average journey length.

whereby there is an increasing number of self-interested
agents, which do not necessarily have the same origin and
destination points. To model this we randomly selected self- When Gossiping is Inefficient
interested agents, whose objective was to minimize theirWe continued by modeling our scenario as a game. in order
average journey length, assuming the cars repeat theirjournea/§ a by 9 9 '
. . . tg,find the equilibrium.
(that is, more than one iteration was performed). As opposedI h ; ible t ¢ s:
to the first set of experiments, in this set the self-interested n our game there are wo possible types of agenis: (a)

agents were selected randomly, and we did not enforce {ﬁgular gossip agents, and (_b) seflf-lnterested z?jg(;nts. lIIEach of
constraint of having the same origin and destination points.t ese agents Is a representative of its group, and thus all agents

As in the previous sets of experiments we ran 5 differefit the same group have similar behawor. L
simulations per scenario. In each simulation 11 runs were'Ve Note that the advantage of using gossiping in transporta-
made. each run with a different number of self-interestdlpn networks is to allow the agents to detect anomalies in the
agents: 0 (no self-interested agents), 1, 2, 4, 8, and 16. EQGWOrK (€.g., traffic jams) and to quickly adapt by recalcu-
agent adopted the behavior modeled in Section IV-A. Figub%tlng th?'r routes [11]. We .also assume that t_he obpctwe of
1 shows the normalized value achieved by the self-interest®§ Self-interested agents is to minimize their own journey

agents as a function of their number. The figure shows the§89th, thus they spread lies on their routes, as described
values for iterations 2-6. The first iteration is not showH! Section IV-A. Furthermore, we assume that sophisticated

intentionally, as we assume repeated journeys. methods for identifying the self-interested agents or managing

Using these simulations we examined the possible thresh&futation are not used. This is mainly due to the complexity

of the number of randomly selected self-interested agefsncorporating and maintaining such mechanisms, as well
as due to the dynamics of the network, in which interactions

which will allow them to benefit from their selfish behavior: - _
We can see that with up to 8 self-interested agents, the averdgveen different agents are frequent; agents may leave the
twork, and data about the road might change as time

normalized value is below 1. That is, the self-interested ageHE ) -
benefit from their malicious behavior. In the case of one sefff09r€sSses (e.g., a road might be reported by a regular gossip

interested agent a significant difference is revealed betwe4fNt as free at a given time, yet currently it may be jammed
the average journey length of when misinformation is spre4{/® t0 heavy traffic on the road). Nevertheless, we discuss
by the agent and when no lies are spregddlue < 0.001). mechanisms for overcoming malicious agents in Section VI.
However, when there are 2, 4, 8 and 16 self-interested agent¥/e should also note the fact that the Nash solution does
there is no significance difference. Yet, as the number BP! necessarily mean the optimal solution, but rather a stable
self-interested agents increases, the normalized value aj8§'tion. Also, research has shown that humans (and we
increases. In such cases, the normalized value is larger tR&§UMe that the self-interested agents model human drivers)
1, and the self-interested agents’ journey length beconfd Not necessarily follow equilibrium strategy (e.g., see [22],
significantly higher than their journey length in cases wheté3))- Even as such, we should note the different assumptions
there are no self-interested agents in the system. that were the basis of this analysis and were not part of the
In the next subsection we analyze the scenario as a gatigulations with which we experiment:

and show that when in equilibrium the exchange of gossipinge We assume there are two groups of agents - self-interested
between the agents becomes inefficient. agents and regular gossip agents. We give similar weight



to both groups, though in our simulation there are much w — {Tg — Taug if Ty > T, @
less self-interested agents than gossip agents (as we T, — T, if T, < T,
assume is the case in real-life).

« The dynamics of the network, the propagation of infor- We are interested in finding thdlash equilibrium Re-
mation and whether the data is update or not are not takgdl! from Osborne and Rubinstein ([24], Chapter 2), that
into consideration in the game modeling. the Nash equilibrium is a strategy profile, where no player

« We assume that self-interested agents and gossip agéi@g anything to gain by deviating from his strategy, given
have information regarding the average time it takes that the other agent follows his strategy profile. Formally,

traverse each edge (this, however, can be assumed in rél(5;u) denote the game, wher§ is the set of strategy
life as well). profiles andu is the set of utility functions. When each

agenti € {regular gossip, self-intereste@¢hooses a strategy
We proceed by analyzing the game’s equilibrium. Igt, 7; resulting in a strategy profild’ = (T%.,T,) then agent
be the average time it takes to traverse an edge in theptains a utility ofu’(T). A strategy profileT™ € S is
transportation network (that is, the average load of an edgg)Nash equilibrium if no deviation in the strategy by any
LetT}.q. be the maximum time it can take to traverse an edggingle agent is profitable, that is, if for ail wi(T*) >
We will investigate the game, in which the self-interested aqgl(j;’le) In other WOde,(T§7Tg) is a Nash equ”ibrium
the regular gossip agents can choose the following actiofsthe self-interested agents have no other valtiesuch that

The self-interested agents can choose how much to lie, t@a(Tg7Tg) > u*(Ts, T,), and similarly for the gossip agents.
is, they can choose to spread the information of how long (notwe now present the following theorem.

necessarily the true duration) it takes to traverse certain roadstpegrem 4.1:(Tvg, Tavg) is the only Nash equilibrium.
Since the objective of the self-interested agents is to spreagqof. First we will show that (Tavg, Tuvg) is @ Nash
messages as though some roads are jammed, the travesggliibrium. Assume, by contradiction, that the gossip agents
time they report is obviously larger than the average timgngose another valug, > Tuug. TS, u9(Tayg, Ty) =
We denote the time the self-interested agents spredf;, as Tyng— Ty < 0. On the other handy? (T, Tavg) = 0. Thus,
such thatToy < Ty < Tinas. Motivated by the results of the regular gossip agents have no incentive to deviate from this
the simulations we have described above, we observed thghtegy. The self-interested agents also have no incentive to
the agents are less affected if they discard the heavy traffigyiate from this strategy. By contradiction, again assume that
values. Thus, the regular gossip cars, attempting to MitigafR self-interested agents choose another value> Tong-
the effect of the liars, can choose a strategy to ignore abnorrﬁﬁlus,us(TS,’ Tong) = 0, While u*(Thyg, Tang) = 0.
congestion values above a certain threshdld, Obviously, e will now prove that the above solution is unique. We
?avg i ?g t'ﬁ Tv;zr;zx I'ln ordedr to prlev%rjt thz.gosil]p ag‘la”t%ill demonstrate that any other pdif’, T}), such thafl},,, <
rom detecting the lies and simply discarding the value i ity
the self-interested agents send lies within the given rangé,\g,eT{{;‘\featTﬁZ;"’Zaze% ?njgﬁbgwfilfs: (t):fél%eﬂNathe qz“l;“lim-
. . . . . . . . g g s =
([Tavgs Trmaz]) With an inverse geometric distribution, that isqp Thus,u* (T}, T,) = 0 andud (T, T,) = T, — Tavg. I
the higher thel” value, the higher its frequency. this case, the regular gossip agents have an incentive to deviate
Now we construct the utility functions for each type otind choose another strate@y + 1, since by doing so they
agents, which are defined by the valuesTaf and T,. If increase their own utilityud (Ts, Ty + 1) = Ty + 1 — Ty
the self-interested agents spread traversal times higher than qf the second cas@, < Ts < T, < Tpae- Thus,
equal to the regular gossip cars’ threshold, they will not benefjt (T, T,) = Ts—T, < 0. Also, the regular gossip agents have
from their lies. Thus, the utility value of the self-intereste@dn incentive to deviate and choose another strafégy 1, in
agents in this case is 0. On the other hand, if the self-interesigfiich their utility value is higheru? (T;, T,~1) = T, —T,+1.
agents spread misinformation stating traversal times lower thann the last caselpyy < Ts = Ty < Tpes. Thus,
the threshold, they will gain a positive utility value (to ensurgs(7,,7,) = T, — T, = 0. In this case, the self-interested
that the utility value will always be larger than 0 we added 1 iggents have an incentive to deviate and choose another strategy
the calculations). From the regular gossip agents point—of—vieyvg — 1, in which their utility value is higheru®(T, —1,T,) =
if they accept messages from the self-interested agents, th%n_ 1= Thpy +1 =Ty —Topy >0
they incorporate the lies in their calculation, thereby losing The above theorem proves that the equilibrium point is
utility points. On the other hand, if they discard the false valuggached only when the self-interested agents send the time
the self-interested agents send, that is, they do not incorporgjgraverse certain edges equal to the average time, and on the
the lies, they will gain utility values. Formally, we us€ to  other hand the regular gossip agents discard all data regarding
denote the Utlllty of the self-interested agents afdo denote roads that are associated with an average time or h|gher
the utility of the regular gossip agents. We also denote thyys, for this equilibrium point the exchange of gossiping
strategy profile in the game 4§, 7,,}. The utility functions jnformation between agents is inefficient, as the gossip agents
are defined as: are unable to detect congestions and heavy traffic in the
network.
_ While above we prove the equilibrium states that gossiping
U — {0 if T, > T, 1) is inefficient under the assumptions we have laid, this theoret-
Ty —Thg+1 it T, < T, ical result is relevant to these extreme cases. Moreover, this



Number of Self-Interested  Gossip  Regular Number of Self-Interested  Gossip  Regular

Self-Interested Agents  Agents Agents  Agents Self-Interested Agents  Agents Agents  Agents

1 0.98 1.01 1.05 1 0.98 1.01 1.06

2 1.09 1.02 1.05 2 1.00 1.02 1.07

4 1.07 1.02 1.05 4 1.00 1.04 1.07

8 1.06 1.04 1.05 8 1.01 1.18 1.11

16 1.03 1.08 1.06 16 1.02 1.53 1.17

32 1.07 1.17 1.08 32 1.06 2.13 1.25

50 1.12 1.28 1.10 50 1.13 2.21 1.29

64 1.14 1.39 1.13 64 1.21 2.21 1.32

80 1.15 1.50 1.14 80 1.21 2.12 1.27

100 1.17 1.63 1.16 100 1.26 2.10 1.27

TABLE Il TABLE IV

NORMALIZED JOURNEY LENGTH VALUES FOR THE FIRST ITERATION NORMALIZED JOURNEY LENGTH VALUES FOR ALL ITERATIONS
INCREASING THE NUMBER OF SELFINTERESTED AGENTS WITH THE INCREASING THE NUMBER OF SELFINTERESTED AGENTS WITH THE

OBJECTIVE OF MINIMIZING THE AVERAGE JOURNEY LENGTH OBJECTIVE OF MINIMIZING THEIR AVERAGE JOURNEY LENGTH

proof provides a guideline on how to ensure that the gossigscribed in Section IV-B, we can see that randomly selected
will remain effective, i.e., preventing the assumption of thgelf-interested agents that follow different randomly selected
theoretical model from coming true. _ routes do not benefit from their malicious behavior (that is,
In the next section we describe another scenario for the sgfir average journey length does not decrease). However,
interested agents, in which they are not concerned with thgjhen only one self-interested agent is involved, it does ben-

own utility, but rather interested in maximizing the averaggfit from the malicious behavior, even in the first iteration.

journey length of other gossip agents. The results also indicate that the regular gossip agents are
more sensitive to malicious behavior than regular agents -
V. SPREADING LIES, CAUSING CHAOS the average journey length for the gossip agents increases

Another possible behavior that can be adopted by seffignificantly (e.g., with 32 self-interested agents, the average
interested agents is characterized by their goal to cause diigwney length for the gossip agents was 113% higher, which is
order in the network. This can be achieved, for example, Isjgnificantly higher withp-value < 0.01, than in the setting
maximizing the average journey length of all agents, even &ith no self-interested agents, as opposed to an increase of
the cost of maximizing their own journey length. only 25% for the regular agents). In addition, these results

To understand the vulnerability of the gossip based trarglso indicate the effects of the self-interested agents’ behavior
portation support system, we ran 5 different simulations fén the network load. It is also interesting to see that the highest
each scenario. In each simulation different agents were raxgrmalized value for the gossip agents is achieved when there
domly chosen (using a uniform distribution) to act as gossige 50 malicious agents. When the number of malicious agents
agents, from which self-interested agents were chosen. Eét¢reases, the normalized value begins to decrease. This can be
self-interested agent behaved in the same manner as descrébgiiained by the fact that the malicious agents were randomly
in Section IV-A. chosen and thus they spread lies that more routes are highly

Every simulation consisted of 11 runs with each run congongested. This, in turn, virtually makes different routes have
prising different numbers of self-interested agents: 0 (no selhe same (high and inaccurate) weights, and allows the regular
interested agents), 1, 2, 4, 8, 16, 32, 50, 64, 80 and 1@®ssip agents to choose routes which eventually turn out to be
Also, in each run the number of self-interested agents wagcongested.
increased incrementally. For example: the run with 50 self- Since the goal of the self-interested agents in this case is to
interested agents consisted of all the self-interested agents ttaatse disorder in the network rather than use the lies for their
were used in the run with 32 self-interested agents, but wittivn benefit, the question arises as to why would the behavior
an additional 18 self-interested agents. Also recall that in eaghthe self-interested agents be to send lies about their routes
run the average number of cars passing through the networly. Furthermore, we hypothesize that if they all send lies
during an iteration was about 70,000. about the same major roads the damage they might inflict on

Tables Il and IV summarize the normalized journey lengtthe entire network would be larger than had each of them
for the self-interested agents, the regular gossip agents andgést lies about its own route. To examine this hypothesis, we
regular (non-gossip) agents for the first iteration and for tliesigned another set of experiments. In this set of experiments,
average of all iterations, respectively. Figure 2 demonstratas the self-interested agents spread lies about the same 13
the changes in the normalized values for the regular gossiin roads in the network. However, the results show quite
agents and the regular agents, as a function of the iteratersmaller impact on other gossip and regular agents in the
number. Similar to the results in our first set of experimentagtwork. The average normalized value for the gossip agents



Number of Self-Interested  Gossip  Regular
29 Self-Interested Agents  Agents Agents  Agents
28
974 1 1.07 1.02 1.22
8 2 1.09 104  1.23
gg 4 1.06 1.06 1.23
0231
3224 8 1.09 1.15 1.26
> 211
g 2 16 1.11 1.55 1.39
N
g o 32 1.14 225 156
s ig 50 1.30 2.25 1.60
15 64 1.35 247 163
144
131 80 1.51 2.41 1.64
ﬁ 100 1.68 261 175
b TABLE V
! 2 3 4 5 6 NORMALIZED JOURNEY LENGTH VALUES FOR ALL ITERATIONS
Iteration Number INCREASING THE NUMBER OF SELFINTERESTED AGENTS WITH THE
. . . OBJECTIVE OF MINIMIZING THEIR AVERAGE JOURNEY LENGTH 13 MAIN
- 32 sdf-interested agents, gossip agentsnormalized value ROADS ARE JAMMED.
-+ 100 self-inter ested agents, gossip agents normalized value
-9~ 32 sdlf-interested agents; regular agents normalized value
-0-100 self-interested agents, regular agentsnormalized value

Fio 2. Gossio and | t ized val e fmechanisms to show how they can significantly reduce the
e S g e e ol el cion o ffluence of the malicious or elfnterested agents in the
their average journey length. network. Unlike mechanisms of distributed reputation, our
proposed mechanisms are not costly nor time consuming. The
first mechanism we propose is mainly incorporated in the
in these simulations was only about 1.07, as opposed to 1.7agents themselves: a history of the roads is maintained and
the original scenario. When analyzing the results we revealesed to update the belief regarding each road. The second
that although the false data was spread, it did not cause otheschanism is implemented in the network with the introduc-
gossip cars to change their route. The main reason was ttiah of trusted agents in the network. For example, ambulance
the lies were spread on roads that were not on the route of tirepolice cars (agents) are flagged and their data is always
self-interested agents. Thus, it took the data longer to reaadsumed to be true. Thus, each agent can use this data as a
agents on the main roads, and when the agents reachedréierence to evaluate the data on each road. We elaborate on
relevant roads this data was “too old” to be incorporated these mechanisms below.
the other agents’ calculations. When implementing mechanisms to overcome the effects of
We also examined the impact of sending lies in ordenalicious agents, we should take into consideration the special
to cause chaos when there are already congestions in dlygamics and characteristics of transportation networks. Since
network. To this end, we simulated a network in which 1the communication range is limited there is a bound on the
main roads are jammed. The behavior of the self-interestathount of information that two cars can exchange. A complex
agents is the same as described in Section IV-A, and tirechanism would turn out to be costly, as well as, inefficient,
self-interested agents spread lies about their own route. Tdirce it would significantly reduce the data exchanged on road
simulation results, detailed in Table V, show that there is @onditions. Even if we attempt to incorporate only a simple
greater incentive for the self-interested agents to cheat whaechanism of distributed reputation, the tradeoff between
the network is already congested, as their cheating causes nom@municating reputation and data exists.
damage to other agents in the network. For example, wherea3o this end, we began by implementing two mechanisms
the average journey length of the regular agents increased cay using these simulations we show their efficacy in sig-
by about 18% in the original scenario with an uncongesteificantly decreasing the effects of malicious agents on other
network (see Table 1V), in this scenario the average journegents in the system. For both mechanisms we characterize the
length of the agents significantly increased by about 608@ata about a given road as havingrae value(e.g., an agent

(p-value < 0.03). gathering data about a road as it traverses it will characterize
this data as being true for his local evaluations) or as having
VI. MECHANISMS FOROVERCOMING MALICIOUS anunknown valude.g., data received from other agents, even
AGENTS INVEHICULAR NETWORKS if it is characterized as true in their local evaluations).

In the previous section we demonstrated the effects of the .
malicious agents on other agents, mostly gossip agents,AinMaintaining a History
the network. Even though the effect is relatively low, it still In this mechanism a history is maintained for each road.
increases the average journey length incurred by the otligach agent maintains a constant size array of values per road
gossip agents. Therefore we proceeded to implement t@ostory) and uses these values to update its belief regarding the
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road load. We continue with a description of how the historgossip agents, then the malicious agents can gain control
is updated and how a belief about the road load is updatedver the history. In this case, the malicious agents gain
1) Description of the MechanismWhen receiving new utility, while the gossip agents lose. However, the larger the
data the agent can distinguish between two cases. First, witealition’s size, the larger the overhead and coordination
the history array is not yet full, the data is simply added taequired by the malicious agent. Thus, the larger the coalition,
the array of the given road. In the second case, when ttie lower the utility value they gain. Similar considerations
history array is already full, the agent needs to decide whettaaply to the gossip agents. If the history size is larger than
the newly received data should override any existing dathe coalition’s size, then the gossip agents can use the history
Basically, the agent gives a higher priority to data knowto minimize the effects of malicious agents and they gain a
to be true over other data. A major difference between thiggher utility value. On the other hand, the larger the history
algorithm and our initial version, described in Section lll, isize, the more computation required by the agents and thus
that the agent distinguishes between data items it collects itgbky gain lower utility values. Given these considerations, we
while traversing the road and data items received from othegin generate the following payoff matrix, in which the rows
agents. Since the data collected by the agent is characterimatesent the coalition size and the columns the history size:

as having a true value, while other data is not, its own——to—15—o — = S 7

data receives a higher priority, even if newer data about the ; | .Y, “LATLY 0 (Y 23

same roads is received. This allows the agents to be mdre : : : : :

selective when updating their history. L be the time no1 (3, -1) (3, -2) . amn (~(n~1),2)
P g Y. atecv n (2, —1) (2, —2) o (2, = (n — 1)) (0,0)

of the newly received data. Specifically, the agent needs to

distinguish between two possibilities..., can override data  grom the payoff matrix we can observe that as the coalition
in the history only if it is eithemore recenthan any data in gj;e (history size) increases, the lower the utility value of
the history or within a given time threshold from the oldeshe malicious agents (gossip agents). In addition, whenever
data. If this is the case, the new data will override existing daige coalition size (history size) is larger than the history size
either if new data is characterized as havingue valueor it cogjition size), the utility value of the malicious agents (gossip
the data in the agent's history is not characterized as having @ nts) is positive, while the utility value of the gossip agents
true value In addition, the history is maintained per road anflyajicious agents) is negative. Furthermore, the highest utility
there cannot be more than one data item per road's histQfyhe malicious agents (gossip agents) is gained when the
that was generated from the same agent. This is in orderd@yjiion size (history size) is minimal, yet larger than the
protect against malicious agents that are aware of the fact thadiory size (coalition size), that is, a coalition size (history
the gossip agents maintain a history and try to mampulates&e) of 2 and a history size (coalition size) of 1.

to their advantage by bombarding them with misinformation |; js easy to see thatlash equilibriumexists in which both
regarding the same road. the history size and the coalition’s size is of sizeFollowing

Another important decision when using the history mechy,; results in Section IV-C, in this situation gossiping is
anism is which of the data in the history should be used;sefficient.

both for gossiping purposes and for local calculations. If any

of the data 01_‘ the hi_story is gharacterized as haying a ree T, sted Agents

value, then this data is used (if there are several items in the . .

history of the road having a true value then the most recent" the second mechanism we implemented, we assume that
one is chosen). If all the data in the history is characterized &sUPset of the gossip agents that roam the network can be
having an unknown value then an average of the road’s |anc[§aracter|zed as trusted agents. This cqn be modeled, for
calculated. Then, the data item in the history which is closeéf@mPple, by ambulances or police cars, which are known to be

to the average load is chosen as the believed data about fHgMWorthy and have no incentive to spread misinformation.
road. Data which is received from trusted agents is always presumed

2) When Maintaining History is Inefficientn Section IV-C to haye atrue valueand thus receive a highe_r priority when
we proved that there is an equilibrium in which gossipin pdating the data about the road. The updating of the history

is inefficient when no countermeasures are implementBfinether there is no history, i.e., the history size is 1, or the
against the malicious agents. We will demonstrate now tH3gtory size is larger than 1) and the generation of the belief

gossiping is inefficient when maintaining a history as welfibout the roads is similar to the algorlt_hms described above.
To do so, we model our scenario as a game in order to fiNpte that we assume that the network infrastructure supports

the equilibrium. Two possible types of agents participa Is mechanism. That is, it provides a way to detect messages
in the game: regular gossip agents and malicious agerﬂg.trusted agents and prevents other agents from disguising

Each of these agents is a representative of its group, a}ﬁjtrust.ed agents (for example,'using priyate and pgblic key
thus all agents in the same group have similar behavior. TRBCTYPtONS). The next subsection describes our simulation
gossip agents can choose the size of the history which tH&pUItS using both mechanisms.

maintain, while the malicious agents can choose the size of )

the coalition that they form in order to try to manipulatés- Simulation Results

the entire history so it will consist of only false data. If the We ran two sets of experiments. In each we implemented
coalition size is larger than the history maintained by theur mechanisms for decreasing the effect caused by the
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Iteration  Self-Interested  Gossip - Gossip -  Regular Iteration  Self-Interested  Gossip - Gossip -  Regular

Number  Agents Same Others Agents Number  Agents Same Others Agents
1 1.02 1.10 1.03 1.06 1 1.10 1.07 1.03 1.05
2 1.02 1.04 1.01 1.10 2 1.03 1.04 1.01 1.10
3 1.09 1.07 1.04 1.12 3 1.04 1.04 1.04 1.12
4 1.07 1.02 1.01 1.09 4 0.93 0.97 1.00 1.10
5 0.99 1.02 1.01 1.07 5 1.01 1.01 1.01 1.08
6 1.05 1.03 1.02 1.06 6 1.01 1.02 1.01 1.07
TABLE VI TABLE VII
NORMALIZED JOURNEY LENGTH VALUES, WHEN 6 SELF-INTERESTED NORMALIZED JOURNEY LENGTH VALUES, WHEN 6 SELF-INTERESTED
AGENTS, WITH THE SAME ORIGIN AND DESTINATION, SPREAD LIES AGENTS, WITH THE SAME ORIGIN AND DESTINATION, SPREAD LIES
ABOUT THEIR ROUTE, ONE ROAD, ON THE ROUTE OF THESE AGENTSWAS  ABOUT THEIR ROUTE, ONE ROAD, ON THE ROUTE OF THESE AGENTSWAS
PARTIALLY BLOCKED. GOSSIP AGENTS ARE IMPLEMENTED WITH THE PARTIALLY BLOCKED. GOSSIP AGENTS ARE IMPLEMENTED WITH BOTH A
HISTORY MECHANISM ONLY (HISTORY SIZE OF3). HISTORY MECHANISM (HISTORY SIZE OF3) AND 1% OF TRUSTED
AGENTS.

malicious agents. In both experiments the history size was o o
set at 3. In one set no trusted agents were present, whiledifistory helps minimize the effects of the malicious agents.
the other 1% of the gossip agents (approximately 80 agentd)is can be attributed to two main reasons. The first is that true

were trusted agents. We believe that there would not be higlé@ta is given priority. Thus, even if several malicious agents
proportion of trusted agents in real settings. spread data on the same road, the false data cannot override

which a small group of self-interested agents spread lies ab&t that an agent can only attribute one instance to the history
the same route, and tested its effect on the journey length of@fi)2 given road. Thus, a malicious agent cannot aggregate data
the agents in the network, while implementing our mechanisr@gd fill the history of a given road with its own misinformation.
in order to overcome their effect. Thus, several cars, which hadAdding the trusted agents mechanism together with the
the same origin and destination points, were designated as deitory mechanism does not help the gossip agents to further
interested agents. We selected only 6 self-interested agentgjéarease their journey length, which has already significantly
an attempt to investigate the effect achieved by only a sméicreased due to the use of the history mechanism. To clarify
number of agents. this, we also ran experiments (which are not presented in this
In each simulation in this experiment, 6 different selfPaper) in which the history was set to 1 and no trusted agents
interested agents were randomly chosen. In addition, one roggsted. In these experiments the results also revealed that our
on the route of these agents, was randomly selected to N history update mechanism enables a significant decrease
partially blocked, allowing only one car to go through alh the effects caused by the malicious agent, and thus the
each time step. About 8,000 agents were randomly seleck&nefit of the trusted agents in the system is minimized.
as regular gossip agents, and the other 32,000 agents wer@ the second set of experiments we tested the effect of
designated as regular agents. When implementing the trustedd mechanisms when the malicious agents aim to cause
agent mechanism, a random number of 80 agents of the 8,@¥brder in the network. This can be achieved, for example, by
gossip agents were randomly selected to act as trusted agengicious agents causing an increase in the average journey
We analyzed the average journey length of the selength of all agents, even at the cost of increasing their own
interested agents as opposed to the average journey lerjgthiney length. We ran 2 sets of simulations: in the first set
of other regular gossip agents traveling along the same row#@. malicious agents were present and in the second set 100
Tables VI and VII summarize the normalized results for thesalicious agents were present. The malicious agents spread
self-interested agents, the gossip agents and the regular agdiegs about the same 13 main roads in the network. Table VIlI
as a function of the iteration number. The two tables list tHe a snapshot of Table IV which summarizes the average results
results when the history size was 3 without trusted agertall size iterations when no mechanism is used, while Tables
and with 1% trusted agents, respectively. These results canl¥eand X summarize the average results of all six iterations
compared with Table | in which neither of the two mechanismgith a history of size 1 § = 1) and a history of size 3
to overcome the malicious agents were implemented. (H = 3), when only the history mechanism is implemented
The results clearly illustrate the benefit of implementing th@nd when both the history mechanism and the trusted agents
history mechanism. For example, in the last iteration, whénechanisms are implemented, respectively.
neither mechanisms were implemented, the gossip agents witigain, in this experiment as well, we can see the significant
the same original route as the malicious agents, doubled th#écrease in the journey length for the gossip agents due to the
journey length (normalized value of 2.02). However, when thiacorporation of the history mechanism. We can also see that
history mechanism was implemented the effect on the gosslig addition of a trusted agents mechanism when the history
agents decreased significantly to a normalized value of jusechanism is already implemented, has no significant effect
1.03 in the last iteration. These results reveal that maintaining the results.
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Malicious Agents ~ Malicious ~ Gossip  Regular The malicious agents were randomly selected and followed the

Numb Agent Agents  Agent o : :
umber gen's gens Agents same strategy: spreading lies about the same 13 main roads in

32 1.06 218 125 the network. We defined a coalition &f cars to be a set ok

100 1.26 2.10 1.27 agents that have the same route (same source and destination

TABLE VIl nodes) and enter the network at approximately the same time.
NORMALIZED JOURNEY LENGTH VALUES FOR ALL ITERATIONS 32AND  FOr example, if the coalition size is set to 4 and the network

100SELFINTERESTED AGENTS WITH THE OBJECTIVE OF MINIMIZING Cons|sts Of 100 ma“Clous agentS, then they form 25 dlﬁerent
THEIR AVERAGE JOURNEY LENGTH NO OVERCOMING MECHANISM WAS )
coalition groups.

IMPLEMENTED.

In the first set of experiments, the malicious agents were

History Malicious Agents Malicious Gossip  Regular grouped into coalitions of size 2 and we conducted two
Number Agents Agents  Agents simulations. In the first, the history size of the gossip agents

H=1 32 1.01 1.03 1.05 was set at 1, while in the second simulation it was set at 3.
H=3 1.00 100  1.06 This allowed us to examine the effect of a coalition of size 2,
H=1 100 1.01 1.04 1.05 both when the history size is smaller than the coalition size and
H=3 1.00 100 105 when it is larger than the coalition size. In the second set of
TABLE IX experiments the malicious agents were grouped into coalitions

NORMALIZED JOURNEY LENGTH VALUES FOR ALL ITERATIONS 32 AND of size 4 and we had a Sing|e simulation in which the history

100SELFINTERESTED AGENTS WITH THE OBJECTIVE OF MINIMIZING ; ;
THEIR AVERAGE JOURNEY LENGTH GOSSIP AGENTS ARE IMPLEMENTED ~ SI26 WaS set at 3. Tables XI and XII summarize the average

WITH THE HISTORY MECHANISM ONLY (HISTORY OF SIZE1 AND 3). results of all six iterations of the first experiment, while Table
Xl summarizes the results of the second experiment. Note
History Malicious Agents Malicious Gossip  Regular also that in all of the results the standard deviation was lower
Number Agents  Agents  Agents than 0.002. Since the goal of the malicious agents is to cause
H=1 32 1.00 1.04 1.05 chaos in the network and not minimize their own journey
H=3 1.00 100 105 length, we omit the results concerning the malicious agents
: =1 100 11-02 11~014 11-05 themselves. The results of the previous experiments in which
=3 00 0 06 no coalitions were formed are presented in Table IX.
TABLE X
NORMALIZED JOURNEY LENGTH VALUES FOR ALL ITERATIONS 32AND Number of Malicious Agents Gossip Agents Regu|ar Agents
100SELFINTERESTED AGENTS WITH THE OBJECTIVE OF MINIMIZING
THEIR AVERAGE JOURNEY LENGTH GOSSIP AGENTS ARE IMPLEMENTED 32 1.03 1.05
WITH BOTH THE HISTORY MECHANISM (HISTORY OF SIZE1 AND 3) AND 100 1.04 1.05

1% OF TRUSTED AGENTS

TABLE XI
NORMALIZED JOURNEY LENGTH VALUES FOR ALL ITERATIONS WITH A
HISTORY OF SIZE1, AND A COALITION OF SIZE 2.

VII. COALITIONS OF MALICIOUS AGENTS

In the previous section we demonstrated how the history
mechanism allows the gossip agents to minimize the effect Malicious Agents Number — Gossip Agents  Regular Agents
of the malicious agents. The question arises as to what will 32 1.00 1.06
happen '|f the malicious agents are aware of the prote.c'.uon 100 102 106
method implemented by the gossip agents. Can the malicious
agents manipulate this mechanism to their own benefit? TABLE XI|

. .. .. NORMALIZED JOURNEY LENGTH VALUES FOR ALL ITERATIONS WITH A

In Section VI-A2 we have shown that the gossiping is inef- HISTORY OF SIZE3, AND A COALITION OF SIZE 2.
ficient under some assumptions of maintaining a history and a
coalition formation by the malicious agents. In this section we
examine whether coalition formation by the malicious agent
can also assist the malicious agents in increasing their effect Malicious Agents Number ~ Gossip Agents  Regular Agents
on the gossip agents in the network, while the gossip agents 32 1.02 1.06
maintain a hlstory_ mechanism. The main go_gl is to che(_:k 100 101 106
whether the malicious agents can form coalitions that will

enable them to take control of the different roads upon which TABLE XIII
. NORMALIZED JOURNEY LENGTH VALUES FOR ALL ITERATIONS HISTORY
they spread false data, and thus make the gossip agents believe OF SIZE3, COALITION OF SIZE 4.

that the actual road load is the false one.

To test this we ran two sets of experiments. In each
experiment, the gossip agents used the history mechanism a#/hen we observe the normalized journey length of the reg-
a mechanism to decrease the effect caused by the malicialex gossip agents and the regular agents (a maximal increase
agents. In addition, two runs were made in each experimeot.2% and 6%, respectively) we can deduce that the coalition
The first consisted of 32 malicious agents being present in ttoemation did not help the malicious agents achieve disorder in
network and the second consisted of 100 malicious agerttee network. One reason for this could be the way the coalition
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was formed and the way the history is updated. The coalitimvercome the effects of malicious agents. In addition, we

is formed by grouping malicious agents traversing the sammkow that even a short history mechanism can suffice to

route at about the same time. However, the malicious agentercome the effects of malicious agents. We also demonstrate

themselves, do not spread false data about the roads ttiegt malicious agents can not take advantage of the history

traverse, but rather about 13 main junctions in the network. Weechanism simply by grouping into coalitions.

hypothesized that by going the same route the coalition will Motivated by the simulation results, future research in

be able to take control of the history of other gossip agents this field will focus on modeling different behaviors of self-

that route. Yet, it seems that the way in which the history igterested agents, which might cause more damage to net-

updated proffers no advantage to the coalition groups. Whilerks. Another direction would be to focus on the benefits

the malicious agents in the coaliticangain monetary control of distributed reputation mechanisms in this model, as well as

over the history, if the gossip agents receive new data regardirgng this type of mechanism to penalize malicious agents.

the same roads, it will override the false data. The chances of
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